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FOREWORD
Allen Rubin, Geophysics Laboratory

Since the earliest spaceflights, spacecraft have been
plagued with problems caused by the harsh space energetic
partic:e and hot plasma environments. Some of the sources of
spacecraft anomalies have been discovered after years of
investigation, and engineering solutions for mitigating the
effects of environmental anomalies have been developed. Among the
causes o+ spacecraft anomalies are surface charging and
. diszharges (ESD), internal charging and discharges (ID), and
singie event upsets (SEU). The present puyblication brings
togcther information about these three anomaly mechanisms and
methods which have been developed to date for avoiding or
rinimizing their harmful effects,

Space systems are increasingly large and complex, and a
greater variety of spacecraft systems are proposed as time goes
on, The spacecraft engineer needs to consider these anomaly
mechantisms in the design phase, that the increased utilization of
space is not unduly hampered by anomalies.

This publication is a contribution to spacecraft engineering
which can serve as an introduction to these three anomaly
mechanisms,
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There is an old adage which says, "Fool me once shame on you, fool me twice shame on me.”
For some time now the satellite community has been surprised, if not fooled, by the anomalous behavior
satellites have experienced from electrostatic discharge (ESD), internal discharge (ID), and single event upset
(SEU) phenomena, Both the frequency and severity of these upsets have been much more roublesome than
had been anticipated. Chapter 5 covers but a few of the opcrational impact problems which have resulied in
everything from a mere nuisance to the loss of a multimillion dollar satellite.

For those who design, fabricate, and opcrate these complex and expensive satellite systems it is
time to say, "Yes, we were fooled, but we shall not be shamed, because we are going to design and build
our next gencration of space assets to be immune to ESD, ID, and SEU upset phenomena.”

This will require a dedicated effort on the part of everyone associated with the program. Sysicms
architects, specification writers, mission planners, operations personncl, and all systems contractors must
dedicate themselves to the idea that hardness assurance against ESD, ID, and SEU will be an intcgral part of
their efforts. The timeliness of such a commitment is also important, for unless thess principles arc
subscribed to at the outset of a program (with no thought to retrofits), the desired immunity is not likcly o
be achieved, at least not in a cost-effective way.

Robert Pructt
Radiation Consultants Inc,
October 14, 1987
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ABSTRACT

Anomalies on spacecraft can be avoided by understanding their mechanisms and causes. This
handbook discusses single event upsets (SEUs),. surface charging and discharging, and internal or decp
dielectric charging along with methods available for the reduction or elimination of the effects they can
cause in spacecrafl,
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Chapter

Introduction

1.1. Importance of Engineering for Immunity

This is an endeavor 1o alent space system prograsms (o the dangers of three specific sources which have
causcd anomalies in space systems, These three are: (1) surface charging and discharges (ESD), (2) internal charging
and discharges (ID), and (3) single event upsets (SEU). Each of thess, in its own way, has been crucial in one or
more programs. A well-thought-out program will deal with cach of these environmentally induced cffects. This
publication is based on the experience of many programs. Some wisely considered environmental concems from the
beginning of their planning and design; others leamed the lessons of history the hard way. Some wers forced to
ploacer now ways of building in immunity; others proved the merit of techniques developed on prior programs,

Integrating space environmental support into a program benefits the design, implementation, test, and
operation of a space sysiem. In the early phases of a program, consideration of the environment results in good
design trades for the system and a sound stratsgy for doealing with cach effect. During implementation and test,
proper environmental consideration results in realistic tests (as compared to under- or over-testing) and insures that
all of the details included in the original planning are actually carried out in practice. Finally, in the operational
phases of the space system, environmental operational support alerts the system to the local conditions the system is
experiencing and makes planning casier and more effective. Reporting the results of each system, especially any
anoinalous behavior, benefits future designs and helps dovelop operational procedures for uss by the system(s)
experiencing trouble with similar environments.

Az echnology sdvances, other environmental effects may beconie important sources of anomalics. In the
future, the axperionce used in developing this publication may not be directly applicable, but the general lesson of
atication to the cuviroament and alertness 10 its effects will, we believe, still be valid.

1.1.1. How a Satellite Fallure Leads to SCATHA

One of the first DSCS sateilites -- a military communications satllite -- failed.  When that occutred, a
massive cffort was made to understand the source of the anomaly, Were enemy satellites degrading our sateflite’s
performance, was there a basic flaw in the electronics, or were as yet unknown physics involved in producing these
anomalies? While suppositions ran from onc extreme to another, Sherman DeForest observed a curious
phenomenon on ATS-5 and 6. During times when the magnctosphere was disturbed, his particle spoctrometer
observed that the eatire satellite charged (DoForest, 1972). Environmental data from ATS-S (Sharp et al., 1970)




showed that the environment could be characterized by plasmas with electron densities = 0.1 10 1.0 cm3 and
temperatures characterized by kT = 1 t0 20 keV. It was readily concluded from this that the spacecraft potential
couid reach minus 10 kilovolts. At potentials of 10 kilovolts, discharges could easily be imagined, and the source of
the anomalies was suspected to be those discharges. A number of investigators began piccing together parts of the
puzzle. Engineers examined what effect discharges would have on satellite electronics. Space physicists investigated
the environment. Material scientists examined typical spacecraft materials (o detcrmine their charging characteristics.
Physicists calculated charging as a function of geometry, sunlight, and materials. By 1973 both the Air Force and
NASA were aware that they had many common technology problems when operating in a space environment. In
1975 a joint program to investigate spacecrafi charging was begun which included a spacecraft devoted particularly o
measuring the environment and its effects. The P78-2 spacecraft (launched 30 January 1979) had two initial
objectives: 10 measure the charging and to measure material effects (Shane, 1977). Other parts of the spacccraft
charging at high altimsdes (SCATHA) program included ground experiments and the development of a computer
model for charging of spacecraft surfaces -- NASCAP (NASA Charging/Analyzing Program). From this effort a
number of environmental interaction studies have evolved. Guidelines, rules of thumb, and specifications have
resulted from some of the data collected. Other investigations have grown out of the original SCATHA cffort. The
Combined Release Radiation Effects satellite (CRRES) is an example of a spacecrafl, like P78-2, which is designed
to measure and quantify environmental interactions so that anomalous behavior of spacecraft can be understood and
controlled,

Failures of complete spacecraft, such as the carly DSCS failure, are unplcasant. Long investigations arc
costly. As George Inouye stated in 8 summary of his experience with DSCS, "Our expericnce on the DSCS
satellites has been that a great deal of effort was required to identify the sources of anomalous behavior, whether
intemal or due to the ambicent cnvironment. In the final analysis, in spite of concontrated 'detective work,' some of
the conclusions that the environment was the most likely causative source were arrived at by an climination process
rather than by a8 more direct approach because of the lack of diagnostic data.” It is important then not only Lo design
immunity into cach now space systom but to prepare for fulure sysiems by monitoring and reporting on anomalics
that do dovelop.

1.1.2. Costs of a Hardening Program

Viewed as a whole the cost of a well integrated environmental program as pant of the tolal system program
move than offsets its cost in tarms of retrofit costs, downtime, case of uss and reliability, It is estimated that to
harden the shuttle would have cost about 5% of the towl system cost if its threat environment had clearly defined and
there was a commitment (o design for immunity from the stant of the program. ‘To rewrofit the shute after the
design was complote would have cost 35% of the total sysiem costs. A large part of the increased cost is the
rodesign needed W accommodate improvements required for hardening. Real cost savings can result from carelul
planning which includes environmental considerations from the beginning of the program.

1,1.3. System Test Plans

System tost plans are approval documents required early in the program by the SPO (system program
office). Figure 1-1 shows the relation of space environmental observations/forecasts 1o the system plans. At the
stant of a program the likely envitonmental conditions are specified as an input in the systam requirements. How
well the systom will respond o these predicied environments or worst case eavironments is assessed during the
preliminary and critical design reviews. Reviews by environmental specialists of sciual hardware as well as designs
during the implementation phase insure that design trades are carvied out and problems avoided prior 1o testing.
Environmental tests prior W launch uncover any environmaental problems which were not correctly sddressed. A
final review of cavironmental requirements specificd at the stant of the progrum provides cavionmental upditesfaleris
which occurred during the program. Following launch, on-orbit checkoul uses enviroumental predictions and real
time data to qualify the system and as input to anomaly scenario planning as nocded. During the usclul life of the
sysiem, environmental forocasts are used, and anomalics reported. Flight expericnce and environmental monitoring
of the rcal system make an important contribution to the next gencration of space systems.
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1.14. Successful Tests

‘The success of tests (both ground and operaticnally on orbit) is aided, or even hinges on, timely, accurate
(to the extent possible) space environmental observations/forecasts. Appendix 3 lists both measured and predicted
environmental databases available for the system developerfuser. The functioral effectiveness of the entire system is
enhanced by the timeliness and accuracy of environmental specifications, predicticns, and measurements,

The ground processing function, where output data consist of or contribute to decisions, is cnhanced by
factoring in (or factoring out) the known, measured, or predicted state of t}:¢ environment. Appendix 3 lists sources
of this kind of environmental data. By correlating certain classes of anomalies with the environment and having up
0 date environments! information, unexpecied anomalies can be quickly categorized and resolved.

1.2. Structure of this Book

This text deals with three kinds of anomaly producing effects of a charged particle environmert: surface
discharges, intemnai discharges, and single event upsets. Various names have been given to the effects we wish to
talk about: surface discharges or electrostatic discharges (ESDs), internal discharges, and single event upscts (SEUs).

Surface discharges are sometimes refered to as electrostatic discharges (ESDs) although there is not much
static about ESDs. At uther times surface charging is what is meant by spacecraft charging; however, spacec aft
charging is many times usced as a much wider term in which all phenomena involving charging are referred to.
Spacecnft charging in the widest sense includes sueface as well as bulk charging and discharging phencmera. For
clarity in this text we have divided spacecraft chasging into two parts: charge buildup and discharge on the surface of
the spacecsaft, and charge buildup and discharge interior to the spacecrafl. This is a conveniont engincering definition
because it soparates the environnient of concem into those particles initially at low energy in the spectrum, and thoso
with sufficient energy to penctrate the skin of the spacecraft and deposit charge inside the spacecraft. It is not a ¢*ogn
division from the point of view of the charge buildup and discharge processes involved because paiticles which
penetrate the skin of the spucecsaft may holp buildup charge on the surface of materials interior io the space rafy, in
cxactly the same manner 8s charges build up and discharge on the surface of the spacecraft. However, onc docs not
noed (0 consider charged particle transpost, to first order, to calculats charge buildup on the surface of the suacecraft,
while onc does in considering charge buildup interior w the spacecraft.

Interal discharges are also referred to &s eloctron caused clectromagnetic pulses (ECEMP) and are the result
of internal charging, doep dielectric charging, or spacecraft charging.

Single event upsets or SEUs are also cailed bit flips especially when soft errors are meant. By soft ervors
one usually meany errors in the sense of wrong bit valucs, but not with damage to the hardware, Single event upsct
as used in this bools refers to the change of a bit in an inlegrated circuit (IC) by a single pantirde during which no
damage was done (o the IC. Racent rescarch suggests that a more descriptive naine would be single particle
phenomena, with single event upset, or soft error upset as a subclass of the larger phanomena. In fuct certain
latchups of ICs have been attributed (o single heavy ions passing through a sensitive region of an IC. Thex
developments are not included in the present text, but the reader shiald be aware that this fisld like any other
dynamic area of research will change a5 progress is made in exploring and understanding these effscts. Ve have wried
0 be consistent with our terminology, but the readsr should recognize that various names will continue 1o he used to
refer to these effects and that now names as well as new aspects of these effects will continue to be introduced into
the Litsrature,

1.2.1, Electrostatic Surface Discharges (ESD) - Chapier 2

Chapier 2 is concerned with surface dischargea. Electrastatic discharges occus whien differential charging of
adjacent pants of a space system exceeds the hreakdown potential of those pants. Charging is produced when a solid
object is immersed in a plasina (Figure 1-2). Typicaily potental differences on the order 5f S00 voits are nceded to
produce ESDs that are significant i~ an operating system (Figure 1-3). The cnvironment which causcs surface
charging and eventaally ESDNs is prirarily the plasms environment which is characterized by the eloctron and ian
temperature and density. Near carth the uliraviolet flux (rom the sun plays a key role by releasing clecirons from the
matcrial through a process called photoemission, The material characteristics of buik conductivity, surlace
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conductivity, secondary emission properties, and photoemission properties play important roles in the charge state
of the surface. In steady state, the potential of a uniform surface is determined by requiring that the net current to the
surface be zero.

A number of design, assessment, test, and monitoring techniques are available to control a space system's
ESDs. In some cases detailed specifications and procedurcs have been established which are applied to almost all
systems thmugh MIL specs; however, it is almost always wise to customize these specs to the particular threat
imposed on a system. If nothing else, this insures that the effect is understood by the program affected, and that

Figure 1.2, Swface Discharges Result From Charge Built Up on the Surface of the Spacecrafl.
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Figure 1-3. ESD Chancteristics. Typical ESD pulses arc generated on reasonably large surface arcas and
s0 range from 1 to several hundred volts with pulse widths in nanoscconds. When coupled
to the spacecrafl the signal can be stretched into microseconds.

1.2,2. [Ioternal Discharges -- Chapter 3

Chapter 3 is concemed with intemal discharges. Internal discharges are impostat when a system is
expected to operate in an environment where ponctrating radiation causes charging inside the sysiem. The basic
physics of this charging provess is very similar w the plasma effects covered under ESD, but now the clecirons or
jons a1e passing through the “surface™ of the spacecraft and deposit charge on and within maicrials inside e
spacocraft (flgure 14),
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Figure 1-4, Internal Discharges Result From Charges Deposited Directly O of In
Well nsulaied Regions Inside the Spacecraft

Intemal discharges occur when floming meial or dicloctrics cotlect enough charge so that the clectric field
gencraled excecds the breakdown strength from the point of the deposited charge 10 a nearby point. Intemal
dischanges have been suspecied as the cause of 8 number of sproecraft anoazalics. The conditions for discharge are
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dependent on the environment, the shiclding provided by the spacecraft, the material which is charging, and the
geometry of the charged matcrials. System respoase to intemal charging des- nds on the location of the discharge and
the sensitivity of the circuits. Since internal discharge can occur within the circuits theinselves, discharges that
would go unnoticed on the exterior of a space system can be significant when they occur intemally (Figure 1-5).
This is an area of current research; nonctheless, various options are available for testing and circumventing the cffects
of internal charging. For specific missions, criteria can be generated which will eliminate or reduce intemal

discharge concems.
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1.2.3. Singi. Zvent Upsets (SEU) -- Chapter 4

Chapter 4 is concerned with single event upsets. Single event upsets occur in microelectronics when a
single particle, usually a heavy ion or proton, deposits enough charge at a seasitive node in the circuit to cause that
circuit to change state. The feature size of the electroitics helps determine the sensitivity as well as the probability
of a single event upset occurring. In its most simplified description, an SEU is a threshold phenomenon. If a
particle deposits sufficient charge along a sensitive path in a device the event will occur. This is illustrated in Figure
1-6. In the first part a single heavy ion which is losing energy by ionizing the atoms of the material it is passing
through happzned to pass through a depletion region of an off transistor in a flip-flop circuit. Depending on the
charge collection efficiency of the device and the response time of the flip-flop, this can cause the flip-flop to change
state. In the second example in Figure 1-7, a proton causes the same reaction in the circuit by means of first causing
a nuclear reaction in or very close to the sensitive region. In extreme cases, it is possible for the proton to cause the
SEU directly. However, parts which are sensitivc 0 protons directly are probably unsuitable for space applicstions,

Single Ever:i Upset Mechanism
Direct lo:ization

AN

ion track
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Charge collected in this
region during particle

transist can trigger a .
change of state of the induced iconization aloiig the

memory particle track

Figure 1-€. Direct lonization SEU, Sensitive rogion is typically the depletion region,
although chargs can be collected a considerable distance from the depletion rgion.
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Figure 1.7. Proton Induced SEU. Sensitive region is typically the deplotion region,
although charge can be collected a considerable distance from the
depletion region.

‘The detcrmination of the SEU rate is central to the development of techniques necessary to circumvent the
effects of an SEU. For example if the SBU rate is small, a simple waichdog timer may be ail that is required w
mezt the reliability requirements of the mission. On the other hand, an SEU rate which is large compared to the data
acquisition Ume of the mission may require a complets redesign of the electronics to meet the mission requircinents.,

Current progress in the design of smaller and faster ICs is, in the opinion of some technologists, leading to
the ase of parts which are more and more sensitive to SEUs. A considerable cffort has been spent in discovering
ways in +vhich, despite the smail size and fast clectronics, the SEU rats can be minimized. These techniques are
touched on in tater chapters as a significant possibility exists that the right system cngincesing solution is the
procurenent of radiation and SEU hard pants for spacific spacs aplications.




There are a multitude of environments which must be considered in assessing the SEU rate (Table 1-1),
Not only are cosmic rays, specifically the heavy ion component, to be considered, but protons and heavy ions from
solar flares or in trapped radiation belts can contribute significantly to the rate during critical times of the mission.
Even electrons threugh a nuclear reaction have been postulated as causing SEUs. Therefore it is even more
important to recognize the spatial dependence of the phenomenon when considering system engineering options.
The heavy ions in the earth's radiation belts are most likely amei:able to a simple mass shielding solution, whereas
many times it is "impossible” to shield against cosmic heavy ions. Recognizing the complexity and richness of the
environment as well as the effect goes a long way in leading a program to effective and practical solutions to a
possible SEU concem. Nonetheless, there are workable and effective solutions possible for many SEU concems.
Again the key is an early understanding of the problem so that intclligent solutions can be found.

Table !-1. SEU Causing Envirnnments

Particles Environment Remarks
Heavy ions Galactic Cosmic Rays very high energy
Solar Flares large flux
Trapped Belis large flux; lower cnergy
Protons Galactic Cosmic Rays smatller than belts
Solar Flares large flux
Trapped Belts large flux; lower energy
Alpha particles Packaging Material radioxctive decay
Trapped Belts see heavy ions
Flares see heavy ions

1.24. Anonialies - Chapter §

No single word hides its significance and impact as welt as anomaly. Perhaps it is useful and used so olien
simply because it conveys so lithe information. It could result in the ttal loss of a mission or could be a curious,
but nonconsequential occurrence. In this book we are dealing with anomalies ihat occur because: a surluce charged
and then discharged (ESD); charge was buried inside the system (Intemal Discharge): or a single particle hits a device
in just the right manncr (o be noticed. It is certainly possible that any onc of these occureances could have sorious
conscquences. It is also possible that nothing of significance would flow from such an occurrence. E.ch system
individually nceds to determine the impact of these environmental intesactions. Chapter S describes some of the
expericnce the community has gleaned in dealing with anomalies. To those pioncers who have gone belire us, we
give praisc and thanks.

The rate, seriousness, and other chamcteristics of cach of the anomalics described in this book with vary
con: .rably from one program to another. What is important to all programs is that each of these phenomena can
and das oceur, and that design, test, and operational techaiques exist which can mitigate the consequences of these
phenm ic*+ This text hopes o inspire programs (o deal intelligratly with the issue of environmentally produced
anomalics, w 16 diligentty repon the anomaliss which do occur. Significant reduction in the anomilies produced
by ESD, ID, ami SEU is achicvabic by the technigues described in this text. The difficulty of dealing with a given
anomaly depends in part an the rale of its occurrence, This is illustrated in Figure 1-8 introduced by Gentry Lee
when dealing with the single cvent upsct problem which occurred on Galileo. The point is that the difficully of
dealing with a problem is o function of the rate at which it occurs and the risk one is willing 10 Wke. In this case, if
the rate were low enough it could be ignored; if it were significaat but small, timers or esror correcting techniques
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could be used; if it were high enough, none of the known techniques could be used within the constraints of power,
weight, and schedule.

Impossible

Hard

Easy

Normalized pain coefficient

Rate at which anomaly occurs

Figurc 1.8. How Much Trouble an Anomaly Will Cause a Program Depends on How Often it
Happens, and How Significant the Impact is. Each potential anomaly needs to be
evaluated in terms of its rate of occurrence. Those which do not often occur are
in general easily fixed (Gentry Lee, privato communication, 1987).

1.2.5 Engineering for Immuaity -- Chapter 6

Sometimes it scems that the anomaly is the centor of auention. However, the reader should not lose sight
of the fact that the elimination of anomalies is what is desired. Chaptor 6 deals with methods used to controt or
climinate the anomaly. A system that doesn't respond adversely to the environment is what is desired, no mailer
how intoresting the phenomenon which causes anomalies may bo.

In Chapter 6, methods which cither climinate or reduce surface and internal charging (primarily by:
providing conductive paths and increasing the conductivity of insulating materials, decreasing the coupling from the
discharge sites (o the sensitive circuits through the use of a Faraday shield and filiering, reducing the flux of particles
incident on the volume or area of concem through the use of shiclding, or reducing the sensitivity of the victim
circuit susceptibility through good EMC practice and careful pan selection) are discussed. In addition some methods
of actively influcncing the environment to control absolute charging of the spacecraft by plasma cmitters are
discussed. As with all systom engincering problems, care needs Lo be exereised Lo include the most appropriate
cngincering response for a given siwation. Monitors are described in the appendix which can be used o gather
information on the cnvironment, as well as determine the health of the spacocraft and help determine the cause of any
unforescen anomalies.  With the ullimate goal of engincering for immunity let's examine in detail the specific
cnvironmental interactions of concem here -- surface charging/discharging, intemal discharging, and single ¢vent
upsets.

Itis the hope of AFGL, the authors, cditors, and the SEAREC committce that this book will enable space
sysiam designers, eaginecrs, users, and program offices (o take advantage of the knowledge of the space environment
and its eifects on space systems in the “community.” We hopc this book will lead to a beter understanding of the

1.12




surface charging/discharging, internal discharging, and SEU anomalies and their solutions. A complete system
design depends on the independent sciences which are central to these effects, i.e., space physics, material science,
device physics, and system engineering. In the limited space of this text we will not cover each area in depth, nor
provide an answer book for all situations, but hope to point out the areas involved and give the readers a running
start on understanding the basic issues, In fact, many areas touched on in this book are under active investigation.
In general, anomalies such as the ones we have been discussing have three distinct levels. A systcm
approach allows the program to attack the problem on each level. No matter where the problem occurs, it must be
transmitted to its victim through some medium. This is illustrated in Figure 1-9. To attack the problem at its
source, one needs to modify or avoid the situation which causes the event. To attack the problem while it is being

)

Environmental
Cause

Like any other system
Problem

Environmental
Requirements,
Mission Goals

medium of transmission

Systems Engingering, \
Configuration Management \

Victim

Electronic Design

Figure 1-9. Systoms Approach

transmitted to the victim, one needs o modify or eliminaic the transmission path, To attack the problem at the
viclim, onc needs to modify the sonsitivity of the victim 10 the signal which could disrupt it.

By distributing tho responsibility for finding solutions to the roblems of environmentally induced
anomalies across all responsible groups, a program can chmingte in a cost-effective manner the effects of these
anomatics (Figure 1-10). When implemented with a suppisting environmental program and provision for reporting
any anomalies that do occur the result will be more reliable and cost-offective space systoms,
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Figure 1-10. Program Organization

1.3. The Bottom Line

Ultimately, the cost of performing a mission determines whether or not the mission will be donc.
Ultimately the quality of the system determines whether or not the system will be uscd. Eliminating anomalics
tends to save operational costs, make the system more uscr friendly, and make the system more reliable. A program
which is alert to the effects and causes of anomalics from the beginning can design in immunity to those anomalics.
Even a program which discovers an anomaly late in its development can deal intelligently with it and produce a
system with some immunity. The costs of this clfort nced to be weighed against the cost of operating with the
anomaly, and the uscfulness of the system with or without the anomaly. Useful sysiems depend on doing
everything possible to produce a reliable design. In the long run, environmental anomaly control is worth the added
cost and effort demanded of programs in the design, implementation, and operational phascs,
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1.3. The Bottom Line

Ultimately, the cost of performing a mission determines whether or not the mission will be done.
Ultimately the quality of the system determines whether or not the system will be used. Eliminating anomalics
tends to save operational costs, make the system more user friendly, and make the system more reliable. A program
which is alert to the effects and causes of anomalics from the beginning can design in immunity to those anomalics.
Even a program which discovers an anomaly late in its devclopment can deal intelligently with it and produce a
system with some immunity. The costs of this effort nced to be weighed against the cost of operating with the
anomaly, and the uscfulness of the sysiem with or without the anomaly. Uscful systems depend on doing
cvorything possible to produce a reliable design. In the fong run, environmental anomaly control is worth the added
cost and cffort demanded of programs in the design, implementation, and operational phases.
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Chapter

2

SURFACE DISCHARGES

2.1. Surface Charging

By the occurrence of the first Spacecraft Charging Technology Conference in October 1976, there had been a
number of indications that the charging of spacecraft surfaces could lead to anomalous spacecraft behavior,
Opcrational solutions had been found for many of these anomalies once the spacecraft design deficiency was
understood. Correlation of the anomaly with conditions in the magnetosphere represented a useful clus for
“detective™ work used to discover the cause of the anomaly -- spacecraft charging. That conference also announced to
the rest of the world the SCATHA (Spacecraft Charging at High Altitudes) program which would investigate
spacecraft.charging. As a result of the commercial and military importance of spacecrafl charging on spacecraft
operations, much work has been done in understanding the causes and cures of spacecrafl charging. Spacecraft
charging brought together space physicists, engineers, and scientists to discuss and review their work on the charging
of spacccraft surfaces. The SCATHA program, commercial, and military interests have resulted in several guidelines
on spacecraft charging. Two of the most popular ones are Purvis et al., 1984, and Vampola ct al., 1985,

Spacecraft charging is the accumulation of charge on a spacecraft due to its interaction with a plasma,
radiation, and panticle environments. The figure bolow froim chapter ! illustrates some of the considerations involved
in spacccrafl charging. The cartoon in tho left comer illustrates that the net current through a surface in the plusma
is zero. This idea will be used to calculate equilibrium charge configurations for spacecraft. The upper right hand
corer of the cartoon illustrates the influcace of the spacecraft on the plasma. The sheath region that forms around
the spacecrafl is a volume strongly offected by the spacecraft. In this region the plasma is distorted by electric ficlds
duc to the charge on the spacecraft. The sheath region is casily distorted by activity on the spacecrafl such as thruster
firings which carry the influence of the spacecrafi farther into the plasma. This region can be quite complex and
depends on the motion of the spacecraft through the plasma as well as the plasma properties and the surfice materials
of the spacecraft. The bottom part of the cartoon focuses attention on the actual interaction at the surfuce of the
spacecraft. The detailed atomic properties of the surface material are of prime concemn locatly.
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Figure 2-1: Spacecraft charging

2.1.1 Outline of chapter

This chaptor is casily divided into several major areas. After the introduction (ssction 1) and some
definitions, there is a discussion of the concerns raised in design by spacecraft charging (section 2). This is followed
by a discussion of the charging mechanism (section 3). This is esscntially a more detailod explanation of the
charging figure above. Knowing the mechanism is important to recognizing whak environments represent a threat to
spacecrafl operations; the environmeni is described in section 4. Section § discusses the beeakdown mechanism.
Section 6 covers a number or spacecraft or sysiem effects that are related (o spacecraft charging. Mitigation
techniques that can be used o minimize spacsceaft charging are covered in chapier 7.

2.1.2  Definition

Surface charging is dalined as those phenomena associaied with the buldup of charge on exposed extemal
surfaces of spacecrafi. (Spacecraft charging is a guacric term for sl charged particle interactions with a spacecrafl.)
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In this chapter our attention is directed to surface charging, that is charging of the surface of the spacecraft by its
interaction with the space plasma, magnetic field, and solar radiation. In many situations this analysis is sufficient
because the preponderance of particles effecting the charging state are low energy particles in the plasma
environment. In this context low energy means particles that do not penetrate further than the first layer of the
spacecraft, that is electrons up to about 50 keV and protons up to about .5 MeV. As illustrated in Figure 2-1, the
net current across a surface in the plasma must be zero to maintain the overall charge neutrality of the plasma, If the
net charge flow across a surface is not zero then charge must be building up on ore side of the surface and decreasing
on the other. Although this can happen for some period of time eventually a equilibrium value is reached. Ina
plasma charge neutrality is maintained because of strong, long range electromagnetic forces. Across an imaginary
closed surface which is large enough to hold a significant amount of plasma the net current will be zero. This only
requires that the there are an equal number of charges flowing across the surface in opposite directions. Any
isotropic flow will met this condition of zero net current. There are many other configurations which will produce a
ze10 net current across a surface in the plasma. However, when a solid surface (such as a spacecraft) is inserted
suddenty, compensating currents are now radically changed, and for a time charge buildups on the spacecraft until the
net current across the surface of the spacecraft is zero. During this period the spacecraft accumulates charge, forms a
sheath, and if no discharges occur eventually reaches a equilibrium with the space plasma and radiation so that a
surface drawn around the spacecraft will not have any net current flowing through it. Depending on the gecometry
and material properties of the spacecraft, differcnt charge levels may occur on different surfaces. The whole potential
distribution on and around the spacecraft can be quite complex. The mechanism involved in charging spacecraft will
be discussed in more detail in section 2-3

Two types of surface charging can be identificd. The first, absolute charging, occurs when the entire
spacecrafl potential is changed relative to the ambient space plasma by the encounter with the environment. For
absolute charging the spececraft potential changes as a whole -- the dielectric surface voltages are “locked” to the
ground reference voltage. This type of charging occurs very rapidly (in fractions of a second), typical of the time
required to charge the spacecraft (o free space capacilance.

The second type, called differential charging, occurs when parts of the spacecraft are charged to different
potentials relative to each other. This type of charging is more significant from an engineering point of view. In
this type of charging. strong local electric fields may exist. Differential charging usually occurs slowly (in minutes)
and resulls in one part or surface being charged to a potential different from those of other parts of the spacecrafl.
Differential charging can also change the absoluts charging level of the spacecraft.

2.2, Concerns

The kinds of things that can go wrong when charging is allowed to go unchocked are: electrical discharges
that couple into sensitive circuits, noise in data and on spacecraft systems' wiring, sccelerated aging of surfuces,
increased contamination of spacecraft surfaces due to the reattraction of outgased and ambiznt materinl, and the
conamination of scientific and enginecring charged particle data by electric fields induced by the presence of the

Whether or nok charging/discharging is important to a given sysiem depends on the system's objectives and
constraints. ‘The buildup of large potentials on a spaccecraft relative to the ambicnt plasma when the spacccrafl is not
actively measuring an undisturbed plasma environment is not, of itself, a serious engineoring concern. Spacecrafl
clectronic systems referenced to a structural ground are not affected by a uniforraly charged spacecraft. Howover,
scientific missions, sccking to measure propertics of the space snvironment, can be severeiy impacted by
uncontrolled or unknown potentials on the surface of the spacecraft. The sheath formed around even a uniformed
charged body influences the trajectorics of particles near the body. Since the instruments we use to measure the
particles and fields are mounted on the spacocralt body, the eavironment they are sampling is distorted by any ficlds
induced by the prosence of the spacecraft body. Hero even uniform fields may represent a serious concem. For
cxample the placement of panticle sensors on the Galileo mission was influenced by small unavoidable potentials on
the spacecrafl surface (Leung and Robinson, 1982). Unifoem charging must also boen considered as a means of
increasing the conamination of charged surfaces in space. Here the concem is that a charged surface will attract
oppositely charged particulate matter which can then stick to the surface, Optical surfaces arc particulurly seasilive
to contamination and raise questions for both charging and contamination analysis.
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Spacecraft surfaces are not uniform in their material properties or exposure to the environment, so one
would not necessarily expect to seen a uniform charge distribution over the entire spacecraft surface. Nonrumiform
charging can influence the measurement of the ambicnt plasma distribution even more severely than uniform
charging (Olsen, 1980). However from an engincering point of view, differential charging that can lcad ¢ discharges
is the major concern. Discharges introduce noise into the system. Occasionally this noise interrupts normal
spacecraft operation, or represents a false command. This spacecraft charging effect was the r.iotivation for the
SCATHA program and needs to be included in electromagnetic compatibility (EMC) design practices in systcm
design. In the process of breakdown it is possible to cause physical damage where the discharge occurred. Thus it is
possible to change the physical characteristic (thermal properties, conductivity, optical parameters, chemical
properties, etc.) where the discharge occurred. In addition the release of material from the discharge site has been
suggested as a contamination source for the remainder of the spacecraft (Hall 1977).

Charging and discharging due to the interaction of the system with the natural environment raises concerns
in the areas of electromagnetic compatibility, contamination control, thermal control, reliability, and scicnce
analysis.

2.3 Charging Mechanism

In most environments of engincering interesi, the largest current to the the spacecraft surface is the plasma.
Consider for example a plasma in “thermal equilibrium." Such a plasma easily satisfies the zero net current
condition of a plasma. Even through the electrons and ions have very different velocities, for every clectron traveling
in one direction there is another ¢lectron traveling in the opposite direction on the average. The same is truc of the
protons. So an imagined volume will on the average contzin equal numbers of positive and negative charge carricrs.
Now imagine a material which completcly absorbs every charged particle that impacts it. When that solid object is
inserted into the plasma, half of the electrons and protons are prevented from reaching the opposite side of the object
(that is they intercept the other side of the object.). The average velocitics of the clectrons and protons can be
calculated from the equipartition theorer,

=dmv?=lmyv?
%"T 2% =M% )

where the subscripts refer to cither clectrons (¢) or protons (p), k is Boltzmann’s constant, v is the average velocity
and m is the mass. Clearly the average clectron velocity is much larger than the average proton velocity. Since the
current is proportional to the average velocity times the density {(assumed to be the same for electrons and proton in
this plasma), the clectron current hitting the absorbor will be higher than the proton current. Thus a negative charge
will build up on the material. This will continue until the olectric ficld produced by the accumutation of charge is
sufficicnt to repoal cloctrons and attract positive fons. Thus there is a charge build up until the equilibrium condition
of zero net current is reached. Real spacecraft, of course are more complox. Real plasmas may not be describable as
a Maxwellian plasma, The surface ol a spacecrafl is made of a number of materials with different elcctrical
propertics. One of the key properties being the number of electrons released from the material when impacted by an
eloctron or ion. This secondary emission coefficient is tabulated for a number of popular spacecraft materials later in
this chapter. For real materials the secondary emission cocfficicnt, backscauiering and geometry of the material sl
play a role in determining the net current to the surface. 1n addition the electrical iderconnection and geometrical
relations of one pant of the surface 1o another can play a key role.

Considor a spacecrafl with two basic materials on its surface -- one a conductor, the second an insulator (for
cxample the insulator might be the solar cell cover glass (silicon), while the antenna and exposed structure might be
aluminum). The zcro current balance condition noeds to be applied at cach surface point for the insulator. Solar cell
covers at one location may see larger fluxes than another location due to distortions in the environment or produced
by diflferential charging about the spacecraft.. While the conductors integrate currents from all surfaces that are
clectrically connected. Clearly with complex three dimensional goometries the determination of curtents to cach pan
of the spacecraft can be quite complex. This problem has boen studied for a number of years. The compulter code
NASCAP (NASA Charging Analysis Program) was originally devetoped in support of the SCATHA (Spacccraft
Charging AT High Altitudes - a joint Air Force NASA projoct) program to hardic the geometric and material
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complications inherent in realistic charging calculations. NASCAP is described in more detail in the appendix.
Simplificd codes based on NASCAP 7esults also exist (N. J. Stevens, private communication, 1989)

2,3.1 Sheath Formation

When the spacccraft is at a high altitude (for example geosynchronous) the mean free path of beth electrons
and ions is very large compared to the dime.:sions of the spacccraft and individual particle trajectories are controlled
mainly by the electric and magnetic fields near the spacecraft. NASCAP was written to handle spacecraft charging
calculaticas in this regime. While at low altitudes, or when the spacecraft is moving at a velocity which is high
compared to plasma velocities, particle trajectories are influcnced by the presence of other plasma particles. In this
case sheath formation, ram, and wake effects are very important. A second three dimensional computer code called
NASCAP-LEO has becn constructed to handle this situation.

In plasma physics the parameter which describes the length over which an electric ficld exists in a plasma
(which is cssentially a conducting gas) is the Debye length. In gaussian units the Debye length is

An = =7434/ Lcm.
b 4nne? n (22

where T is the plasina temperature in cloctron volts, n is the density in particles per cubic centimeters, ¢ is the
clectron churge and k is Boltzmann's constant. At gyrosynchronous otbit the Debye length is long compared to the
spacccrafl dimensions for typical 1980's communications satellites and so the NASCAP code is a good choice, Al
low altitudes, the Debye length is short compared to the size of the Shuttle or the space station or ¢ven weather
satellites, and consequently the LEO code is e more realistic choice.

2.3.2 Plusma Currents

The environment plays a koy role in determining the cloctron and ion currents to and from the spacecraft
surface. If the surface is insulating, the not current o cach point on the surface in equilibrium is zero. If tho sutface
is conducting, the sum of all currents to the connccted conducting surfaces sums to z¢ro. The net current w0 a surface
is the sum of currents due 1o ambient clectrons and ions, sccondary eloctrons, and photoeloctrons.

The density of the plasma detormines the primary cusrents.

I=sngl{v) (23)

where n is the density of the plasma, q is the charge on a particle, (v} is the uverage velocity of the particle, and 1 is
the current density of particles of charge Q. A “thin® or tenuous plasma of less than 1 particle/em? will charge the
spacccraft and its surfaces more slowly than a “dense” plasma of thousands of particles per cubic centimetes with the
same velocity distribution. The current density can also affoct the conductivity of the matwrial through an effect
calted radiation induced conductivity. The conductivity holps determine the leakage curvent throughout the material,
and hence the likolihood of differential chasging.

2.3.3 Current Balance

The equation oz current batance (to calculate the equilibrium spacecraft potcatial, V) including secondary
crission processes is .

Itoml = It: + Ii + lt’:/t: + lcli + lb:u: + lh\/ e lothcr (2-4)
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Each of thes# currents is a function of the potential. The potential enters the equations through the dependence of the
velocity on the potential. I is the total current (which will go to zero in equilibrium).
The first term is the electron current from the plasma to the surface.

V=oo
IL=nefy)= j d’r I d*v f{v,r,t)e v cos 0
v=0 2-5)

where n is the electron density, e is the charge on the electron, v is the average electron velocity, f is the
distribution function, and theta is the angle between the normal to the surface and the velocity. This term is
integrated over whatever surface "secs” any plasma. For conductors in space the appropriate surface is all of the
conducting surface. For insulators each point of the surface is done individually. If f is the distribution function for
electrons the next integral is over all electrons which reach the surface with a velocity of zero or greater. This will
of course depend on the potential of the surface. The cosine factor accounts for the projection of the actual surface to
the distribution function. The charge on the electron is ¢. The second current in the total current equation (2-4) is a
similar integral for the ion current.

When electrons impact on a surface there is a finite probability that they will release one or more clectrons
from the surface. This effect, called secondary electron emission, is accounted for in the next two terms of cquation
2-4. The first is the secondary emission due (o incoming clectrons. The second is the emitted electrons for
incoming ions, The integral for electrons is

Y=oo
I = f dzrj v .0 §v) N(V.O) cos 6
v=0 (2-6)

The integral is over tho appropriate surface, but now the distribution function is weighted by a probability of
emission delta that is a function of the velocity,v. In addition there is a distribution of velocities for the emined
electrons represented in this equation by h. The resulting secondary emission cusrent is still a function of the
powential of tho surface. A similar expression could be written for ion sccondary electron production. The total
number of electrons with energy less than 50 ¢V, called the secondary electron yiold, as a function of the incident
clectron energy is shown in figure 2-2. The important paramaters, experimentally, are the maximum yicld, the
incoming electron cacrgy at the maximum yield (Eg), and the olectron energies at which the sccondary yicld is
exactly ons which are E3 and E) in Figure 2-2.
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Figure 2-2. Sccondary Electron Yicld

Accurate measurements of the secondary yield for dielectrics which charge are difficult when a full
description is desited. Katz et al. (1986) describe secondary elecron emission with the following equation

lp
Y(E) =| L

& @n

whera the range of electrons in the material is propontional wo the encrgy o the power p. The exponent, p, i

typically botween 1.5 and 2; Ey is the energy at which the secondary yield extrapolates to unity. Sowue typical
values are listed below in table 2-1.
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— lable 2.1 Secondary Emission Parameters

E3
MATERIAL p &eV) Reference
Aluminum 1.76 1.8 NASCAP
Aquadag 1.55 12 NASCAP
Gold 1.713 46 NASCAP
Kaptoa 1.725 1.53 Burke 1980
Lucite 1.725 3.02 Burke 1980
Magnesium 175 07 NASCAP
Mylar 1.725 207 Burke 1980
Nylon 1.725 315 Burke 1980
Polyethylene 1.725 402 Burke 1980
Polystyrene 1.725 227 Burke 1980
Polyvinyl alcohol 1.725 351 Burke 1980
Silver 1.14 4.0 NASCAP
SiO 1.86 48 NASCAP
SOLA .13 4.63 NASCAP
Teflon 1.725 475 Burke 1980

Chanxterizing the secondary emission by the two parametars in te tabls above can be done crudely and
quickly by measuring the equilibrium potential of the surface for a sample of the material whers e Teakoge current
is kepi as low as possible. The surface of the material in such a situation nds W be the electron bawn anergy
minus By, the ensrgy at which the sscandasy vield extrupolates to one.

Another popular (it 1o the experimental data is Stemglass (1957):

A

§(E) = 7.48, L)cx :

[ 8]

(2-8)

where 6y is the maximum sccondaly yield, and Ej is the encrgy at which the secondary yield is a1 3 masimum, Here
&(E) is the number of secondary eloctrons emitied as a function of the encrgy, E, of the incoming clectrons.

The next temm in the total current sories (equation 2-4) is the current of clocrons leaving the surface duc o
backscaitered cloctrons.  This term looks ideatical to the plasma cument except for a factor B.

Ve
lh=le8=nc(v)=]dzr[ dv B{v)fv.rt)evcos @
v=0 (2:9)

When clectrons impact the surface clectrons of all cnergies are cbserved leaving the surface. The electrons keaving
the surface fall into two major energy groups. The low encrgy ones (below SO eV) are usually lumped into the
sccondary emission categery. There is also a group which has only had one or two collisions with atoms in the
surface and leave the surface at almost the incidént energy. These are the backscaitered electrons charscienaed by the
function B,




If the surface is exposed to photons, there will be a photocurrent contribution to the total current. This
current is represented by

I, = f d’r fo i dvF(v)g(v.r)

(2-10)

In this term the second integral is over the frequency distribution function, f, for the photons anc the photoclectric
yield g. For materials in orbit around the earth, this is probably the most important surface charging current.
Fhotoemission has been characterized in a manner similar to secondary emission., Photoemission also depends on
the surface condition of the material. Grard (1973b) characterized some materials of interest to spacecraft with the
following parameters for solar fluxes (table 2-2).

Table 2-2 Photoemission Saturation Currents

Avcrage Encrgy
Saturation Current Leaving the

Material Density, pA/m2 Surface, ¢V
Aluminum Oxide 42 .94
Indium Oxide 30 1.19
Gold 29 1.02
Stairless Steel 20 1.06
Graphite 4 1.02

Purcly empirical, monoenergetic, or Maxweilian distributions have been used to characterize the spectry of
photocicctrons. The relatively low energy (on the order of 1 ¢V) of most photoemitted electrons makes them
particularly susceptible to the barrier effect. (The barrier effect is when the potential in front of a photoemitting
surface is slightly repulsive due to a highly charged region nearby. Thus, photoemitted electrons will be repehed o
the photocmitting surface, and conscquently the effect of photocinission will be nultified.)

The last term in our current balance equation {equetion 2-4) is meent to cover any other current we haven't
mentioned, This might include any ohm's law current from the spacecraft, currents duc w thrustes optrtions, ion
engine currents, ram (current collected by the spacecraft because of its motion through the plasma) or wake(the
shock-like structure formed about 4 moving spacecraft) effects that distont the distribution functions. or anything
else. One current that may play a role and is sometimes overlooked is radiatin induced conductivity,

The conductive current, j;, can be expressed in terms of mubilitics and charge densitics as

jp = B+uyip T HiyeyTIE (211
The conductivity of the diclectne, g, is
g = c(nypup+nghly) (2-12)

where ny is the density of intrinsic positive carricrs -- both rapped and free, and w is the intrinsic density for
clectrons, The total charge density for positive carriers is ¢ ny + py* and for negative camices iseny + pa-.




The trap-modulated mobilities for positive and negative carriers are py * and py~, respectively, and p is the gencrally

space-dependent excess charge carrier density. The internal charge decay in dielectrics is governed by this conduction
phenomenon. When exposed to a radiation field (UV, charged particle, or neutrons), the excess charge carricr density
is usually increased, increasing the measured conductivity of the material. The current density can now be writicn as

I =(Q+Q1D)E (2-13)
if the excess carrier density is assumed to be proportional to the dose rate. Frederickson (1974), in studying

photocurrents, added a term not proportional to E. Wilkenfeld et al. (1981) express the radiation induced conductivity
due to electrons as a coefficicnt and the dose rate to a power § so that the combined current might be written as

=g+ (QO +Q (D)C) (2-14)

Some suggested valucs are listed below (Table 2-3)

Table 2-3 Radiation Induced Conductivity
(43} Dose Ratc Range

Material s-cm-rad)~! 4 rads/s in Material

1 mil FEP 3.5E-17 70 103 10 10° (Wilkenfeld ct al., 1981)

Kapton H SSE-18 to : 193 1o 10° {Wilkenfeld e al., 1981)
S.6E-17

8.0E:17 10 . (Riddel and Passcaheim, 1982)
TE-16

1L.0E-17 40 . 103 10 107 (Wilkenfeld ct al., 1981)
4518

8E-1710 . (Riddel and Pagsenheim, 1942)
14E.16

Sceond surface minars 4E.16 . (Riddel and Passephaim, 1982)

In uddition, there i a dopendence on temperature, tickness of the sasple, and type of radiatics. hwhigh dose rate
situntions radintion induced conductivity can bo very significant.

2.3.4 Distribution functions

A great deal of effort is still noedad to adequalcly descride the electron and ion eavirosiment around the carth.
Although well behaved in limited regions of encrgy space, the actual distribution functions hotd within them detailed
descriptions of the dynamics and complexities of the magnezosphere. Simple approximations are generally
inadequate to describe such richness. Nonetheless single or double maxwellian functivns have boen fit to measured
“data W help engincers and sciontists deal with this complexity, but care is always noeded 2ot (o push the
approximation to fur. Even comparisons with measurciments may be misleading, as the natural binning of Ui
instrament making the measurement may hide soime important details of the physics, and make the fing!
approximalion misleading. Nonctheless, great progress has bocn made using duuble or single maxwellian
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approximations to the real environments and these will probably continue as our first order approximation because of
the simplifying concept of a single iemperature for a distribution.

2.3.5 A Simple Analytic Approximation

For a spherical body and a Maxwell-Boltzmann distribution, the first-order current densities (the current
divided by the area over which the current is collected) can be shown (Garrett, 1981) to be given by

Electrons

Jj =J10exp (f.‘lf—l V<0 (repuisive)

It =ho [1 + (%’1-)] V>0 (atractive) (2-15)

J2 =J20 exp (— % V>0 (rcpulsive)

J2=J20 [1 - (%)] V<0 (auractive) (2-16)

where the incident (zcro potential) electron and ion currents are:

) o 172
110 = oo ——— , R
2 ) umx) Primary incident
ad

electron and ion

N, Ty currents
20 () (2)

where Ny is the eleciron density and N2 is the ion densily, my and my are masses of electrons and ions, respectively,
and g s the magnitude of the eloctronic charge.

Givon these expressions and parameterizing the secondary and backscatter emissions, Garrett has reduced e
current halance equation to an analytic expression in terms of the potential at a point. This model, called an analytic
probe modal, can be statsd as follows:

* I = 0 = Al 110“ ...SE(V.Tl,Nt)-BSE(V.T‘QNl)l cxp (é’f\‘{-{

- Az (1 + VTN 1 - (g;g. ]-am00  @m

for V < 0 where A is the electron collection area, A2 is the ion collection arca, Ay is the photoeloctron enmission
area, J4p, is the saturation photoelectron flux, BSE the parametorization of the backscatterced clocirons, SE the
parameterization of secondary electrons, SI the parameterization of secondary electrons from jon impact on the
surface, and @ the solar EUV Rux at the spacecraft. This equation is appropriate for a small (<10 m), uniformly
conducting spacecrafl at geosynchronous orbit in the absence of magnetic ficld effects. To solve the cquation, V is
varied until I=0. Typical values of S, SE, and BSE are 3, 0.4, and 0.2, respectively, for aluminum. The EUV-
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created photoelectron emissioas usually dominate near carth and prevent the spacecraft potential from being very
negative during sunlit portions of the mission. However, in and near geosynchronous orbit during geomagnetic
substorms the ambient hot electron current can control the charging process. For geosynchronous orbit, the ratio of
the electron to ion current density is about 30 during a gcomagnetic storm. When the spacecraft is in eclipse, these
values give

Va-T (218

where Ty is in clectron volts. That is, to first ordei in eclipse, the approximate spacecraft potential is numcrically
equal to the plasma temperature expressed in electron volts. Note, however, that Ty must exceed some critical valuc

(Olsen, 1983; Garrett, 1981), usually of the order of 1000 eV, before charging will occur because secondary clectron
production exceeds ambient current for low Ty.

23.6 System Charging Characteristics

There is much more to understanding the charge buildup on a complicated spacecraft system, than the
simple calculation of the charge flowing to a surface. All of the surfaces, their interconnections and geometry play a
role in the current flow to and around a spacecraft. The very simple analytic probe model just covered emphasized
the plasma conditions for the current flow. Just as important are the magnetic ficld, the geometry, and the
interconnection of the arcas invoived. A simple engincering approximation which begins to consider these
interconnections and the gecometry of the surfaces is to view the spacccraft as a collection of capacitors. The
capacitance of the spacecraft body to space, for example, detcrmines the time required for the spacecraft as a whole to
rcach a potential. Thermal blankets, instrumcents, and other parts of the systems cach have a distributed capacitance,
and impedance to other parts of the system. Differential chaiging is governed by these capacitances. Computer
codes like NASCAP must consider these in calculating the charge buildup as a function of time. When circuit codes
are used to simulate this process, all of the appropriats capacitances need to be modeled. What is not modeled is not
simulated.

2.3.6.1 Lumped-Element Modeling

Lumped-clement models have been used w define the surface charging response to environmental fluxcs
(Robinson and Holman, 1977; Inouye, 1976; Massaro et al., 1977, Massaro and Ling, 1979), and arc currently used
to predict interior structural curvents resulting from surface discharges and system generated clectromagnetic pulses.
The basic idea of a lumped-clement model is (o represent spacecraft surfaces, boxes, elements, and structures as
alectrical circuit elements, These models can be made as simple or as complex as desired. The circuit simulation
code SPICE and its clones and derivatives can be used to calculate circuit elemont responses. SEMCAP
(Specification and Elecuumagnetic Cormpatibility Program; is a code developed by TRW specifically to caleulute the
effects of discharges on the Voyager spacecraft. SEMCARP is based on modeting the interbox hamess cabling and
input/output intorface boxes and calculates the peak voltage at designated receptors.

2.4, ESD Causing Environments

Surface charging and discharging results when the environment is rich in kilovol§ clectrons and poor in
fower eneigy particles. Plasmas of that Jistribution usually oceur only duting periods of dynamic change such as
magoctic substorms or solar particle events. This is why spacecraft charging effects and so strongly corrclated with
geomagnetic indices. In addition, other situations which somchow manage 1o remove low energy clectrons,
accelerate clectrons or ions in beams or other structures, create a hot plasma with a iemperature on the order of
kilovolts, or in some other way create a distorted plasma condition can result in charging spacecraft surfaces. This
seclion describes some of the belter known environments which should bo considened in spacecraft charging unalysis.
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2.4.1 The Regions of the Earth’'s Magnetosphere

When a plasma is heated and accelerated towards the earth from the geomagnetic tail region, it rushes into
synchronous orbit and bathes a spacecraft in a hot plasma, causing charging. The early observations of spacecraft
charging occurred in this way. The SCATHA program was organized to investigate this effect, and many research
and engincering papers have resulted from this work, Purvis et al. (1984), Garrett (1979), Whipple (1981), and
others have published review articies on this subject. Most regions of the magnetosphere that are in thermal
equilibrium tend to be at relatively low temperature and consequently not of concem for charging.

A full description of the magnetasphere is the goal of a great deal of current research and thought. Every
four years a summary of research in the United States is given in "Contributions in Solar-Planetary Relationships,
U. S. National Report to International Union of Geodesy and Geophysics.” To describe the “"shape” of the
magnetosphere we need either the motion ot all the particles near the earth or the currents and fields surrounding the
earth, Tracing magnetic field lines, for example, gives us some insight into the general flow patterns of particles
because individual charged particle trajectories are determined in part by the magnetic forces on the particle, but the
magnetic field configuration is also the result of particle flows. So if the final magnetic field is known, it indicates
the currents and flows which are both formed by the magnetic field and help to form it.

The volume around the earth catled the magnetosphere can be roughly divided into the regions. Sometimes

these regions overlay, or become ill-defined, but it is still useful to attemps to describe regions of the magnetosphere
and the interrelations of these regions,
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Figure 2-3. Map of the Magnctosphere

24.1.1. Bow Shock

Figure 2-3 is a cartoun of the near-carth region of space. The first black linc coming from the left hand
cdge of the figure is the "bow shock.” This is the boundary formed when the supersonic solar wind with its
magratic ficld encounters the carth's magnetic field. The solar wind is made up of plasma from the sun and a
magnetic ficld trapped within the plasma because of the high conductivity of the plasma. The magnetic ficld in
regions between plancis is called the interplanctary magnetic ficld or IMF. The solar wind is supersonic (that is, the
velocity of the particles in tho solar wind is greater than the sound velocity in the medium) and super Alfvenic as
well (that is the particles arc moving faster than disturbances, Alfven waves, which propagate in magnetic ficlds).
The magnctosphere acts like a blunt object inserted in the supcrsonic flow of the solar wind. The bow shock formed
is much like tho acrodynamic shock wave formed by a blunt object in the supersonic flow of a wind tunncl. The
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24.1.1, Bow Shock

Figure 2.3 is a cartoon of the ncar-carth region of space. The first black line coming {rom the left hand
cdge of the figure is the "bow shock.” This is tho boundary formed when the supersonic solar wind with its
magretic ficld encounters the carth's magnetic field. The solar wind is made up of plasma from the sun and a
magnetic ficld trapped within the plasma becauso of the high conductivity of the plasma. The magnetic ficld in
regions between plancts is called the interplanctary magnetic ficld or IMF. The solar wind is supersonic (that is, the
velocity of the particles in tho solar wind is greater than the sound velocity in the medium) and super Alfvenic as
well (that is the particles arc moving faster than disturbances, Alfven waves, which propagate in magnetic ficlds).
The magnctosphere acts like a blunt object inserted in the supersonic flow of the solar wind. The bow shock formed
is much like the acrodynamic shock wave formed by a blunt object in the supersonic flow of a wind tunncl. The
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shock is detached (separated) from the magnetosphere. The solar wind coming from the sun cannot pass through the
carth, and is forced around the earth. So the solar wind "piles up” in front of the earth, and >reates a bow shock in
front of and around the earth. The particle density and field strength of the solar wind incresse in front of the carth.
In this region, solar wind speeds fall into the subsonic range.

2.4.1.2, Magnetosheath

The region between the undisturbed solar wind and the magnetopause (to be defined in a following
paragraph) is called the magnetosheath and is characterized by considerable plasma ti.; oulence, The IMF still
dominates in the magnetosheath, but it is disturbed. The solar wind may be deflected by as much as 20°, and slowed
to about 250 kmy/sec (subsonic) with a concurrent increase in density to as much as & factor of four. Electron and ion
temperatures as high as 105K (~100 V) have been measured. The detailed stucture of the :.1agnetosheath depends
on the relative orientation of the magnetic field of the solar wind and that of the varth. In Figure 2-3, the IMF is
parallel to the earth's dipole in the sense that the component of the IMF in the c'irection 0f -
the earth's magnetic field above the north pole of the earthiis in the same direction as the earth's field there. This
allows the IMF and the earth's magnetic field to coincide abgve the poles of the earth, Magnetic ficld lincs which
pass directly into the IMF are called "open.” Thus solar parficles gyrating ab.at these lines have direct access to
regions very near the earth. If the IMF reversed, the field ¥nes skown in this figure above the earth's poles would be
oppositely directed to the IMF. In the case where there isho connection be*ween the iMF and the earth's ficld over
the poles and the lines are said to be "closed,” that is the ,(MF and the earth's magnetic ficld are counier to each other
over the poles. The magnetic field lines at the equatorward edge of the euroral ova’, no matter what the IMF is
doing, are closed. At the poleward edge, the magnetic ficld lincs trace buck to the neutral sheet (to be defined later in
this section). The noontime section of the auroral oval is indicated by the magne:ic field lines which continue from
the earth’s magnetic field through the magnetopause and the bow shock into the undisturbed solar wind. This region
is referred to as the "polar cusp.”

As the plasma moves around the earth toward the tail region, the bulk velocity of the solar wind plasma in
the magnetosheath increases due to the adiabatic expansion of the plasma as it expands into the region behind the
carth.

2.4.1.3. Magnetopause

The major boundary separating the carth from the solar wind is the magnetopause. This boundary is where
the pressure of the solar wind (primarily particle pressure, but including the “trapped magnetic ficld") is equal to the
pressure of the earth's magnetic field and a small co:nponent of particle pressure from the carth. In the sunward
direction the magnetopause occurs at approximately 10 - 12 earth radii (10 - 12 R,). This distance varics, depending
on the IMF, between 7 end 14 R;,, Experimentally, the point at which the pressure from the solar wind, primarily
particles, is exactly balanced by the pressure duc to the earth, primarily magnetic field, is not dotermincd exactly.
The magnetopauss has a thicknass, a region o s which the preasures approximately balance. The magnetopausc is
normally 100 to 200 km thick. Just as the bo« shock extends a very long distance beside and behind the earth, the
magnetlopauss exiends in a roughly cylindrical shape behind the earth, The magnotopause extonds well past the orbit
of the moon (60 Re), and may c.iend 10 more than 1000 Re.

2.4.1.3.1 Mugnetopsuse Currents

Tho magnetopau-e allows some diffusion of solar wind particles across the boundary from the
magnctosheath, This diffusion can be ¢ sidered perpendicular to the magnctopause at all points. The perpendicular
diffusive velocity and the oricntation of the geomagnetic ficld determine the electric currents produced through the
Lorentz force, F =q V x B. This is itiustrated in figurc 2-4. In the case of the magnetopause, there is no local
plasma to speak of and strong eloctric filds can develop W influcnce the penctration depths of the electrons and ions
into the carth's magnetic ficld. Depending on the plasma densitics and gencrated electric ficlds cither the ions or the
electrons will be the main current carriers. In the case of the solar wind with an electron velocity of 108 ci/s
varinus instabilitics arise producing waves, two stream instabilitics, the growth of clectric space charge clouds, and a
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scattering or thermalizing of particles within the boundary layer instead of reflection of solar wind particles from the
boundary. Interplanetary electric fields further complicate the picture. On the sunward side of the earth, the diffusive
velocities and the northward oriented geomagnetic field cause a current flowing from left to right (as viewed from the
sun)

Tail Current
R R RN
£ § diffusion across%
g \nagnetopause N
—s AR RN
_ &= F
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B <\\
S
§\\\ Dusk
Dawn 4 ( Plasmasheet \\\&\\
™,
South Lobe

Cross Tail Current

Magnetosheath

-\\\\\\\\\\x The solar wind plasma diffuses across the
boundary.

Figure 2-4. Lobod Structurs in Geomagnetic Tail

2.4.1.3.2 Deep Magnetosphieric Counvection

On the inner surfaces of the magnetopause is a boundary layer of plasma which flows away from the sun,
just as the plasma in the magnetosheath, but its velocity and density are less than those of the magnetosheath

Both electrons and protoas drift in the same direction. The orientation of the geomagnetic tail ficld lines
(wward the carth in the north lobe, and away in the south lobe) causes electrons and protoas to drift toward the center
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of the magnetotail, providing a source of particles for maintaining the plasma sheet. Once the particles are near the
middle «f the plasma sheet, they feel the influence of both the weak net northward magnetic field in the neutral sheet
and the iarge scale electric field across the tail. The result is a drift of electrons and protons up the center of the
magnetctail toward the earth (the drift is strongest near the plane of the neutral sheet). This large scale
magnetosperic circulation is called the "deep magnetospheric convection.” Plasma flow in the equatorial plane is
illustrated below (figure 2-5).

Dawn side

magnetosheath —> + O+ + O+ O+ o+
g i

/ \ convecting plasma
¢ —— ¢ ——

E
Solar Wind @th

{—4-—-———4———

N

Figure 2-5. Plasma Flow in Equatorial Plane
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2.4.14 Aurcral Oval

The auroral oval is the arca where electrons and ions focused by the carth's magnetic field encounier the
upper atmosphere and produce aurora. The electric fields, accelerating and docolerating mechanisms in the auroral
regions are still the subject of intenss investigation and speculation. [Auroral injection of ionospheric particles into
the magnetosphere is one mechanism undor consideration when investigators consider the source of particles in the
ring current and radiation belts.] The auroral oval is a transition region including both open and closed field lines.
Some rosearchers object to using magnetic field lines in describing dynamic situations like this where the magnetic
fiold lines are thought of as moving and twisting in a time-dependent manner. It is not always clear how fully ime-
dependent field lincs are to be described; nonctheless, it is common (0 speak of open and closed ficld lincs in dynamic
situations like those in the auroral oval,

The current flow in the aurcral region is quite complex. In the upper regions electrons and ions flow along
tho ficid lines. As the charged particles descend lower into the atmosphore, collisions with neutrals increase and the
transport mochanisms change, Table 2-4 indicates regions where collisional effects are becoming more important.
Elecine ficlds caused by charge scparation or other effects induce cusrents through out the auroral region.. A currcat
called the auroral elecirojot lows from cast to west at heights of 80 to 100 km in what is callcd the E layer,




Table 2.4 __Electron and proton collision frequencies

Electrons Tons Comments

Both electrons and ions move
along field lines.

Electrons move along ficld lines
Itn:s dominated by collisions .

Both electrons and lons motion
dominated by collisions

~ 60 km Coliisions dominate motion

w is the gyration frequency; v is the collision frequency.

2.4.14.1 Auroral Morphology -- contributed by Captain Robert Frederick, Air Weather
Service

Visual avroras are fainy, luminous phenomena seen in the night sky at high geomagnetic latude (auroral
zor.es). The principal source of encrgy for auroras is the dissipation of the kinetic encrgy carried by charged particles
that bombard the carth's upper atmosphere, Collisions with these particles ionize and/or excitc atmospheric atoms
and molecules. During de-oxcilation or recombination, electromagnetic energy is emitted. Auroras occur
simultancously in both hemispheres with nearly identical temporal and spatia) variations. The lower altitudc limit
of visual auroras is usually between 90 and 120 km, and they may extend hundreds of kilometers upward.

The encrgy omitted in the non-visible part of the spectrum greatly exceeds that in the visible range. The
term “optical aurora” is used for auroral emissions from the infrared to the ultraviolet. Auroras may also emit radio
noise in the VLF band (less than 30 kHz) and on rare occasions in the HF-VHF bands (3-300 MHz). However, the
term “radio or radas aurora” is reserved for the suroral backscatter of radio waves from fisld-aligned imegularitics.

Auroras also emit x-ray radiation. A continuous x-ray spectrum is produced as fast, encrgetic electrons are
slowed by encounters with atmospheric particles (bremsstrahlung). In addition, x-rays are produced by excitation of
inner shell electrons caused by collisions with these fast particles.

The visual form and intensity of auroras change rapidly. There are two goncral classes of auroral forms:
diffuso and discrete,

(1) Diffuse auroras - usually faing, itl-defined, broad auroral luminosity with a width of at lcast soveral tens

of kilometers. Diffuse auroras include the following forms:

(@) Veil - an extensive, usually uniform luminosity covering a large fraction of the sky. A veilis
frequently red and may occur as a background for other forms.

() Paiches - a region of luminosity with no particular shape, and no sharp, continuous lower border
as found in bands and arcs.

(2) Discrete auroras - curtain-like structures with a typical horizontal width of 0.2 0 10 km, a horizoial
extent of 100 to several thousand kilometers, and extending from a more or less continuous lower
boundary upward (along local magnetic ficld lines) in height several tons to hundreds of kilometers.
The curwins can occur singularly or in scts separated by dark spaces of the order of a few tens of
kilomciers wide. Discrete auroras inchude the following forms:




(8) Bands - surtains showing folds or kinks along their length; frequently quite active (especially if
rayed).
(b) Arcs - curtains showing only slight curvature; usually a quiet, less bright form than the band.
(©) Rays - shafts of luminosity aligned along magnetic field lines, with a horizontal width of a few
te~s of meters to several kilometers and a height of a few tens to several hundred kilometers. Rays
occur alone, but are most often found within arcs or bands.

24.14.2 A oral Substorms -- contributed by Captain Robert Frederick, Air Weather
Service

Auroras in the quiet auroral oval occasionally become active, The activation originates, in general, in the
midnight scctor and rapidly spreads into other local time sectors. A typical auroral substorm has two phases:
expansive and recovery.

Expansive phase: The first indication of a substorm is usually the sudden brightening of the midnight
sector quiet arcs or the sudden formatior of a bright arc in the midnight sector. This is normally followed by a rapid
poleward motion of the arc, causing an expanding bulge in the midnight sactor. The evening side of the bulge
contains a large-scale fold which travels westward along a quict arc, and is called the “westward traveling surge.” In
the morning sector, the quiet arcs and diffuse auroras disintegrate into “patches” which drift rapidly eastward at nearly
constant magnetic latitude.

Recovery phase: The westward traveling surge continues into the afternoon sector and eventually
degencrates into irregular bands. The patches continue to diift eastward and reach the noon ssctor in the late recovery
phase. At the end of the substorm conditions have returned to those before the onset. After about 2-3 hours the
entire substorm pattem may be repeated.

Qualitatively the intensity of the substorm is directly related to:

(1) The brightness of the aurora,

(2) The complexity of the suroral forms,

(3) The arsal coverage of the auroral bulge, and
(4) The duration of the substorm,

Equipment or systems required to operate in the auroral zone will experience quits high clectron fluxes. Figure 2-6
shows a typical auroral electron spectrum,
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Figurs 2-6 Auroral Elcctron Intensity at Center of an Arc

24.1.5.  Magnetolaii

The carth's magnetic ficld towards tho sun is compressed, while the region away from the sun is stretched
out. The stretched out region is called the magnetotail und extends at least 1000 carth radii, eventually becoming
indistinguishable from the IMF. Boyond 8 10 10 Ry, the inagnetic field lincs arc essentially paraltel to the solar
wind flow, regardless of the inclination of the gcomagnetic equator to the ecliptic plane, In arder to sustain this
structure, the Lil itself has a two lobed siructure where magnetic ficld lines from the carth are divided by a thin
plasma sheet which carrics a large current.scpanating the two regions of oppasitely directed magnetic ficlds, This
lobed structute (shown in cross soction in Figure 2-4) exists for many carth radii along the geomagnetic tail.

Plasma from ths solar wind can diffuse across the soler wind goomagnetic boundary into the lobed structure
of the tail . The provailing solar flow past the carth, coupled via the Loventz force with the magneuc ficld which
conaccts across tho magnetopauss, causes the il current shown in figuwre 2-4, The sum of the northern and southern
lobes' tail current flows in the cross-tail current, which flows between the two lobes in the plasima sheet arca.

In the magnctotail the diffusive velocitics and the orientation of the geomagnetic field (owards carth in
north lobe, and away in the south lobe) st up currents along the outside of the magnciopause which flow from right
to lofl in both fobes (as viewed {rom the sun) (Figure 24),

2.4.1.6. Neutral Sheet

The neutral sheet is the highly conductive plasma within the plasma shoet which exists between the canth
direcied field line in the notthem lobe of the magnetotnil and the anti-carth directed ficld lines in the southern tobe.
The neutral sheet has electron and proton densities of 0.1 to 3 cm™3. Electron energics range from 200 ¢V 10 over 12
keV; proton energics range from 110 20 keV. The noutral shect begins about 10 K from the canth's conter and
extends along the il in an antisolar dircction.

The 12il current builds up positive charge on the dawn side and negative charge on the dusk side of the
miagnetotail. The chargo buildup on the dawn and dusk side of the magnctotail runs ncarly its full length and causes




a "large scale magnetospheric electric field" across the tail. The circuit is completed by current flow from dawn to
dusk across the neutral sheet,

2.4.1.7. Plasma Sheet

The plasma sheet is a large region of high encrgy plasma with mean energies ranging from 0.5 to 2keV,
and mican proton encrgies ranging from 2 to 10 keV with number densities ranging from 0.3 to 1 cm-3. The distant
plasma sheet begins about 30 Re from the earth and contains the neutral sheet. It is typically 4 to 6 Re thick. The
inner plasma sheet extends inward from the distant plasma sheet (30 Rq) to about 8 Re in the antisolar direction.
The inncr plasma sheet also includes the region equatorward of the auroral zone in the anti-sun direction.

2.4.1.8. Plasmasphere

The plasmaspherc is a region of high energy trapped protons which corotate with the carth. (The inner Van
Allen Radiation belt is included within the plasmasphere.) The plasmasphere extends from the top of the ionosphere
(about 1000 kilometers altitude) to about 4 Re (about 26000 km). Plasma densities range from 103 w 10} jons/em?
(see Figure 2-7).

[ Plasmapause

< o 5
—=

~1e/c

Figute 2-7.
The Plasmasphere: Configuration of the Magnetospheric Plasma
as Deduesd by Whistler Mcasuroments iCarpenter, 1966)
scale i indicated by L shell numbers

The plasmasphere is a siable region of Lapped radiation. The magneiosphere plasma distribution depends
on local ime and the state of geomagnetic activity. When there is only moderate activity or less the plasmasphare
in the sunward direction is neady contained within a shell bounded by L=t, Outside of the L=4 shell is a region
known as the plasma trough. Plasma densitics in the plasma troug) region vary from 1to 10m3. The boundary
beiween these two regions is called the plasmapause. The plasinapause is about 0.15 Rg thick.  The plusma density
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decreases rapidly outward. The location of the plasmapause varies with local time (see figure 2-8)-- there is a
pronounced bulge shortly after dusk cxtending out to perhaps 5 Re.  The plasmasphere corotates with the carth, and
is largely populated with particles of terrestrial origin; although above 10,000 km some particles arc thought to be
of solar origin. The particles of solar origin are thought to have diffused across the magnetopause, found their way
into the ring current, and finally been accelerated into the plasmasphere. Other particles may arise from the
interaction of cosmic rays with atoms in the atmosphere.

magnetic cavity Plasma trough
boundary . _ ~1 eicc

~100 e/cc

Magnetic cavity tail

Figwe 2-8.  Evoning Dulge in Plasmasphere. Schematic view of equatorial plane
distribution of themmal ions deduced by Carpesiter (1966) from Whistler
data Kp=2w 4

24.19. Ring Current

As charged particles deep in the magnetosphere diffuse toward the earth dey encounter an increasing
magnetic fickd strength that, combined with the Large scale eloctric fiedd, socekorats the particles. These particies are
everitually trapped in the Outer Van Allen Radiation bell. Once inside the trapping region they drift around the eanth
due (o the gradient and cutvatiure of the geomagnetic ficld. Protons will drift westward and electrons will drift
casiwand, causing a net westward cutvent cafled the Ring Curent. This current induces a magnetic ficld which
opposes the goamagneaiic field on its carthward side, and enhances the ficld on the side away from the carth, On the
carth side, the horizonwl componenit of gearnagnetic field at (he carth's swiace will be somewhat less duan it would
be in the absence of a ring curvent, especially at low and middle titudes. During the main phase of a geomagnetic
storm, the ring current is increased. The resuliant decrease in the torizontal geotagnetic field can be measured at the
earth’s sarface by magnelometers. Enhancing the ring current shifts it slightly earthward reducing the inner cadius of
the trupping region and shifting the auroral oval equatorwand.

The ring cument is inherently a global phenomenon [Williams, 1987, and the artictes therein), and Bhercfone
roquires an understanding of the global behavior of the magnetosphese. 1n its simplest torms the ring curvent is just




the drift of charged particles about the earth. The particle drift due to a particle gyrating ahout a field line at the
equator is

" jl 4 oS 2o*B)xVB
o

where E is the particle energy, B is the magnetic ficld, a is the pitch angle, and q is the charge on the particle. The
symbols ( ) denote the average value. To get a notion of the magnitude of this effect, consider the case of a particle

with & = 90°

(2-19)

at the equator. The magretic field for an ideal dipole will be

B=Mg
1'3 (2-20)

— o
where 0 is the unit vector in the theta direction. When & = 90 (pitch angle) the drift velocity due to the gradient
inB is

qM (2-21)

where @ is the unit vector in the phi direction. The current due to the particle's drift around the carth at the position
ris

q \’900\ n

oy
-

mr (2-22)

where n is the number of partcles. The change in the magnetic field at the center of the earth dug 1o this current is

2 M (2-23)

B, =i j ds - ZJrLL =.3En
There is another magnetic effect at the center of the arth due %o the gyrating particls. The particle hasa
magnetic moment due (o its gyration . which is E/B where E is tho kinotic energy of the particle. The contribution
this makes to the ficld at the center of the carth is:

(2-24)

As the particles surrounding the carth distort due to inhomogenities and gradienis in the local ficid thesc
simple calculations loss accuracy, but still show the influence that the ring current can have on ficlds measured af the
surface of the carth,  Although it is possible to understand the perturbations of the magnctic ficld of the carth on ihe
surface of the carth in terms of the distribution of particles moving in the earth's magneiic ficld through the equation
relating current density and magnetic field, there is still “much more quantitative work ... required” {Williams, 1983}
to understand the source of the ring current, and 10 isolate the scurce(s) of ring current particles.
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24.1.10. Radiation Belts

Inside the magnetopause the earth’s magnetic field dominates. Here the magnetic field lines are “closed” in
the sense that they "begin and end” on the earth, as contrasted with some of the magnetic field lines we have been
discussing which lead far beyond the earth. Inside the relatively undistorted region of the earth’s magnetic ficld are
the radiation belts and the plasmasphere. The radiation belts are regions of intense electron and proton fluxes trapped
by the shape and magnitude of the earth's magnetic field. Actually thése regions are not exclusive. The inner
electron radiation belts lie within the plasmasphere. .

Magnetic field lines which intersect the carth's surfuce below about 65° latitude are generaliy closed and
reasonably symmetric about the earth, Charged particles injected into this region ere trapped, at least briefly, by
their interaction with the geomagnetic field. Electrons with energies greater than 40 keV tend to be found
throughout the trapping region. Protons, however, arc concentrated in two stable radiatior: belts. The guter Van
Allen Belt has a maximum proton density at about 4 or § Rg (16000 to 20000 km). The protons and electrons in
this belt are presumed to be of solar origin. Electrons circle the carth castward, protons westward. The ring currsat
is colocated with the outer Van Allen Beit.

The inner belf is part of the plasmasphere. It is more stable than the outer belt. The inner helt's peak
proton intensity occurs at about 1.5 R, (3000 km). The protons are thought io be primarily of terrestrial origin -~
created by the collisions of cosmic rays with upper atmospheric air particles. Inner beit protons are high cnergy
{MecV range). Unlike trapped particles in the outer Van Allen belt, many plasniasphere panticles in the inner belt
corotate with the carth,

2.4.1.11. Curreats in the Ionosphere -- contributed by Captain Robert Frederick, Air Weather
Service o

Current flows in the ionosphere scem to be divided into two parts: the equatorial clectrojet, and the aucoral
clectrojet.  The equatorial clectrojet is tae result of charged particles being moved along with the neutral atmosphere.
The auroral electrojet is thought to be due o electric fiolds in response to the cross tail and field aligned currents
flowing in the magnetosphere.

Chasged particlus in the ionosphere which are dragged along with the neutral atmosphesre result in a small E-
W current. This current gencratos very weak magnetic fields which can be dotected by carth based magnetograms.
The neutral atmosphere moves in responae to lunar attraction, solar attraction and heating. Periodic fluctuations in
magnetograms have been identitied with these atmospheric motions. Lunar gravitational tides cause varintions in
magnetogiams of only a fow nanotesias (1 nT = 10~3 gouss) with a period of 1/2 lunar day. These sre called L.
currents, Both solir gravitational tides (8y) and solar thermotides (S7) have a period of 1 day.  The effect of solar
heating (82) is muca greater than gravitational tides (Sy). Coltectively these two are refermed to as Sq ("solar
goomagnetically quict day”™). Solar effects cause variations of about 20 aT a1 midlatitudes. Changes in the
ionizarion of the ionosphere effect the solar and lunar currents and therefore influcnce the measured magnetic ficld on
tie carth. Particic precipitation during geomagastic storms, UV, and x-ruy radiation from solar flares can
significantly increass ionization in the ionosphere. The atmospheric dynamo currents vary in magniude wilth
conductivity, which in m depends on latitude, alétude «d dogres of ionization.

The aunospheric "dynamo” current is greatost within +5° of the magnetic cquator in a narrow altitude band
{around 20 km thick) at a height of 110 km. The current location is determined by local plasina dynamics. The
collision frequency increases as the density increases. When the collision froquency is much greater than the
gyrofrequency there isn't much motion of the charged particles. When the gyrofrequency is much greater than the
collision frequency, charged particles move along the magnetic fietd lines.

The equatorial clectrojet current flows toward the east by day (westward moton of electrons) and produces
variations of up to 100 to 200 nT in magnetograms. The weatward fow at night is ncarly undetcctable beesuse of
the small electron concentration al night in the E layes.

At high latitudes there is 3 cument system conaected 0 the magnetosphere in the auroral region. These
current can vary greally depending on the day and dusk sides, alttuds, collision frequencics, and magnetspheric
conditions
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24.2 Geomagnetic Storms -- contributed by Captain Robert Frederick, Air Weather Service

Geomagnetic substorm bath spacecraft in a widely varying, complex and very interesting environment.
There are two types of geomagnetic storms:

(1) Sporadic Storms - caused by mass ejections from large flares of eruptive prominences (or disappearing
filaments), and

(2) Recurrent Siorms - caused by high speed streams in the solar wind associated with solar sector
boundaries (S$B¢) or coronal holes (with open magnetic field lines). Recarrent storms show a 27 day periodicity
associated with solar rotation, They are similar in morphology to sporadic storms, except they tend to have a more
gradual but weaker onset, and last longer.

Both sporadic and recurrent storms ultimately depend on particle emissions from the sun, which in tum
depend on the overall level of solar activity. As a result, a plot of geomagnetic activity with respect to time closely
follows the solar cycle. Howaver, the peak of geomagnetic activity tends to lag that of the sunspot cycle by about 2
years, because coronal holes are larger, stronger, and more common in the period between solar max and min,

Geomagnetic storms are identified by disturbances in magnetometer readings. In gencral, Kp 2 5 or Ap 2
30 indicates a geomagnetic storm. Magnetic index is explained in more detail later in this chapter and in Appendix
2. Geomagnetic storms seem to go through four phases.

{1) Sudden Storm Commencement (88C) - Alsa known as a "sudden commencement” (SC). A
geomagnetic storm begins with a sharp increase in the H componont at all fatitudes, almost simultancously obscrved
at all stations.

(2) Initial Phase (IP) - For about 1/2 hour o several hours the H component rgmains above pre-storm
values.

(3) Main Phase (MI . Begins with a decrease in the H component, and lasts for several hours o more than
aday. Decreases of 100 to several hundred nanotestas (nT) may occur (I nT = 1075 gauss),

(1) Recavery Phase - A slow recovery of the H component to pre-stosm levels over a period of hours o
several days.

2421 Geomagnetic Indices

Geomagnetic indices were developed to monitor the variation in the magnetic field of the canth. Locally the
magnetic field at any pesition on the earth will be vharacterized by three vetor components, so the varintion in the
local magnatic field consists of three “magnetograms” which show the variation of those throe components as a
function of ime. A nwwber of indices have been developed which tend to emphasize one or another aspect of the
magnetic activity.

For example, the "Dst” index was doveloped 10 reflect the perturbation in the magnoetie field ducto
variations in the ring current. To do this, Dst or "Equatorial Dst” uses an gverage of the changes in the data of a
number of low latitude stations. Please reler to Appendix 2 -« definitions undir A index, a index, Dst, eic. -- for
brief descriptions of the indices commonly in use. A 0w indices ave desoribed balow,

Figure 2-9 shows how some of the indices used by the Alr Weather Service of twe U.S. Air Force are
calculated. This also indicaies how these indicss ws interrolated, Table 2.5 provides a quick sumnary.
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Table 2-5. Indices 1: Summary of Some Geomagnetic Indices (Frederick, 1985)

RESOLUTION

ORIGIN

RANGE

UNIT

a
Amplitude

3 hourly
single station

Lat and Longitude

dependent

Range of the
largest disturbance
of any sensor

K
logarithmic
amplitude

3 hourly
Single station

longitude
dependent

Computcd from "a"
using a conversion
factor that varies

with observatory --
designed to remove

latitude dependence

equivalent
amplitude

3 hourly
single station
longiiude
dependent

Computed from
citheraor K

Ay

pomsusns-

24 hour
single station
longitude
depenient

Average of cight a )
values for a Zulu day
(Nots: k is often
renlaced by & station
d

ap

cquivalent

planclory
amplitude

3 hourly
planctary

Averago of the 8y

visiacs foe ati
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Table 2-5 . Indices 1: Summary of Some Geomagnetic Indices (Frederick, 1985) - (contd)

INDEX RESOLUTION ORIGIN RANGE UNIT
3 hourly quasi-log
K P planetary computed from a p 0-9in none
28 steps
24 hour sum of eight K quasi-log
2Kp planetary 0-9in none
values for a Zuly diay 28 steps
Running average of last 4 or linear
12 or 24 hour ammas
Ap planetary 8ap values 0- 400 g

2.4,.2.1.1. Dst Index

The Dst, also known as “eguatorial Dst” or “storm: time variation," index was developed to reflect the H
component perturbation arising from the ring current alone. Only low latitude stations are used. Since auroral
latitude stations are not included, the Dst index does not include any contribution from the Auroral Electrojct. Asa
result, the Dst index is not sensitive to substorms, but it is an excellent indicator for the start and end of the main
phase of geomagnetic storms. The time resolution of the index is ose hour,

2.42.1.2. Q Index

The Q, or "polar range,” index is a weasure of the size of the polar cap and the auroral oval surrounding it

Q is a comparison between instantancous and guiet day nseasurements. Classical Q is the maximui, within any 15
miaute inserval. In principle, since this is a direct current index, an instantancous Q prime could be continually
gonerated. Increase in Q prime signals the onset of a disturbanse. Q is based on the relation between location of
vigible aurors and the magnetic field. 1t varies with the intensity of lonospheric currents which flow across the polw
cap, and reacts strongly o geomegnatic disturbances. It is a quasi-logarithmic index compulted only for observatories

located polowsrd of 38 dagrees geamagnetic latitudo,
' LAPGWC uses 3 "QE (equivalent Q) index™ 1o mowitor auroral and polar disturbances. Using the farmula for

tho relation betwoen the auroral sdge, geomagnetic locat thne, and Q, AWS caloulates € from auroral locations.

This can be extrapodated to predict locations of the rest of the auroral oval and polar cap, Since an optical avror i3

the consagquence of awroval precipitation, the precipitating particles themselves can be used to esthnags . DMSP
_imagery is used to specily the time and location of the equatorward boundary of the diffuse aurora. Afso, DMSP
-thehsurernents of precipitating particles can b used to compute the ime and tocation of the aurora. These times and
~ locations aro used to estimate the Q value which would have caused the observed aworal oval extont.

24.2.1.3. The A and K Indices

The A and k indices are alicmating current indices and present the highest and lowest valucs of the change in
the magnetic ficld in the given direction, An ac index cannot be instantancous, because it represents a span of values
within a time interval, typically three hours. The second fetier indicates the specific point of view of the index, for
cxample, Ay -- planciary, or AE -- slectmojel.




2.4.2.1.3.1. AE Index

The AE index was developed to reflect the H component perturbation arising from the auroral electrojet
alone. Only auroral latitude stations (60-70 degrees) are used. When the H component magnetograms are
superimposed, the maximum or most positive value, called "AU," represents the perturbation due to the eastward
electrojet (afternoon sector). The minimum or most negative value is called "AL" and represents the perturbation duc
to the westward glectrojet (midnight/morning sectors). The AE index is then given by: AE = AU - AL. The time
resolution of the index is 2.5 minutes, but it is available as an hourly average. Years of AE data have been
determined and are available from the world data center. Hourly averages have been published.

24.2.1.3.2. Ap Index

Ap is a daily index that represents the general state of planetary geomagnetic activity rather well. It
includes contributions from both the ring current and auroral electrojet since the latitude range of the 13 stations used
is 46 to 63 degrees geomagnetic latitude (the Gottingen index), The Gottingen Ap index is not available in real
time, so AWS calculates and distributes an approximation of Ap, based on 5 real time reporting stations located
between 49 ard 65 degrees geomagnetic latitude. (Thule is not used due to its high geomagnetic latitude, 88
degrecs.) AWS also uses a running 24 hour Ap index which equals the daily Ap only at 2400Z.

The basic index is the "amplitude (a)" index, which is a three hourly, single station index that represcats the
range of the largest disturbance of any magnetogram component. From this basic index a whole family of indices
can be computed: 3 hourly or daily, single station or planetary, linear or logarithmic, or any combination.

2&4.20!'3030 K’ Kp !ndex

K, Kp. K - A 3-hour dimensionless quasi-logarithmic index that provides a measure of the level of
disturbance of the geomagnetic ficld. Without a subscript, the index refers to the deviation of the most disturbed
horizontal component relative to an assumed quiet dey curve for the recording site, The K index ranges from 0 (Very
Quiet) to 9 (Violently Disturbed). The “p" subscript denotes a planciary, as opposed to a single station, index. Kp
is generated in Gottingen, West Germany, based on the K index trom 12 ot 13 stations distributed around the world.
The Kp index has been derived routinely since 1932. GWC estimates Kp and Ay, indices using data from six North
American stations. The K index ranges from 0° W 9°, with 27 one-third unit steps (0°, O+, 1-,1°, 1+, 2-, etc)),
(Also see ap in Appendix 2.) Ky is sirailar to Kp but based on a more symmetric global array of stations.

24.2.2 The Use of Indices

There are a largss number of indices which ar used and available. They come in cither ac or de variables,
and arc lincar, logarithamic or stmi-fogarithmic. One or more may coivelate well with surface charging. Nane is
peobably ideal for all environmentally produced anomalies. Since they indicaie activity in the magnetosphere and
since sometimes the ity of the magnetosphere causes an environment at the spacecraft which causes the
anoinaly, indices can be useful in deterntining the cause of an anomaly, However, care noeds to bo takes in
interpreting correlations of the indices aud the occurrence of the anomaly, especially the non-occurtence when the
index repeats its sequence and e anomaly does not occur, There is no substitule for a dotiled undersianding of the
vesponse of the spacecraft system o the cavironment,
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24.2.3 The Substorm Mechanism

The description below contributed by Hones is not the only imodel of substorms (see for example Smith
1986). Observationally based models of the substorm seem to fall into at least two classes. One (as given below)
concentrate on the formation of a neutral line, and reconnection. Another class dwells on the dynamics of the plasma
sheet boundary layer between the lobe region of the tail and the central plasma sheet. Although the approaches and
descriptions are conceptually quite different, it is possible they are related, and represent different aspects of the
complex energy storage and release in the magnetotail. In this area of active observation and theoretical research
much remains to be done ior a complete understanding and verification of a substorm model.

24.23.1 Substorms -- contributed by E. Hones, Los Alamos National Laboratory

Most descriptions of magnetospheric substorm activity picture & "classic” substorm process as one in which
the interplanetary magnetic ficld (IMF) turns southward making it easier for energy to flow into the tail region of the
earth's magnetotail. Earlicr it was noted that the solar wind, leaving the sun, drags the solar magnetic field lines out
like rubber bands into the shape of an Archimedean spiral. In a like manner, when the solar wind flows past the
carth it distorts the geomagnetic ficld, compressing it on the day side of earth and stretching field lincs far
downstream on the night side. The resulting comet-like magnetic structure is called the carth’s magnetosphere and

'its night-side magnetotail is several million kilometers long and about 250,000 kilometers in diameter. A large
quantity of cnergy that has been acquired directly from the solar wind plasma, and thus indirectly from the sun itself,
is stored in this huge magnetotail.
The solar wind has its own magnetic ficld, called the interplanetary magnetic field (IMF), which is acuually
the stretched-out solar magnetic field. The IMF strongly influences the efficiency with which the solar wind encrgy
is coupledt into the carth’s magnetosphere, When the IMF has a southward component so that it is dirccted opposite
to the carth's northward ficld at the subsolar surface of the magnetosphere, magnetic reconnection occurs at this
surface, causing IMF ficld linos to become connected to earth ficld lines (and thus to the solid carth itself). Then, the
flowing solar wind plasma is slowed, its kinniic energy being transformed into the magnetic encrgy of the field lings,
which then become pant of the magnetotail and add to the magnetic encrgy stored there.
Enorgy cannot be stored within the magnetotail indefinitely, but must be dissipated somchow. The
nagroiosphere achioves this dissipation of energy simply by releasing part of its magnetotail 1o the on-flowing solar
wind. Such releasos occur intermittently, at few-hour intervals, and are manifested at carth by auroral substorms.
Figure 2-10 iltustrates what happens in the magnetotall during this process of energy release. This figure is a cross
section in the plane of 1his solar vind volocity vector and the canth's magnetic dipole. Tho shaded region is the plasma
sheet which extends complotely across the magnetotail's midplane (L.e., out-of the paper). It contains largely solar
wind plasma that has been cavied into the magnototall with the magnetic flold lines. The process of encrgy release
begins {in panc 2) with the formation of 2 magnetic ndutral tine, N', about 100,000 kilometers behind the carth. This
coincides with the onset of the auwrural subsiorm & carth. Magnetk reconnoction then proceeds, sovering the closed
magnetic field lives of the plasma sheot until, in panel § (about § minutes after te substorm onsct), all of the closcd
fizld tines have been severed Figure 2-10), laving a configuration of closed magnetic loops. This process continues
{trs durk shading in panels §, 7, and 3) ustli tie loops are no longer magndically connected to eanth, The closed toop
~ tuafiguration, celied a “plasmoid,” Tlows downsircam and evertually out of the magnetotail, carrying with it a large
fraction (porhaps onc-halt) of thes previously stored enorgy. The great aproral and goomagnetic disturbances that
charactprizs 2 substores &t sarth are zencrated by eacrgy given up by the eartwand portions of the scvered field lincs as
they cothapse canhwand. '
©- Abow as hour alter the sequencs begins, the subsiorm neutnal line, N, suddenly racey downtail. Magnetic
feconnoction proceeding at this miresting ncutral line accelorates cold plaxma from the tail regions above and below

© the midplane, jeuting it carthward on nowly closed magneiic fiodd tass, 1o relonn the plasma sheel. This s the
- concluding phase of the substorm during which auroras at carth soem © exscute a final activation and poleward
movoment. Panal 10 is essantially the sane as parsl 12 the cyclo beging again,
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24.24 Engineering Models

No matter what the actual mechanism, there is ample proof that spacecraft are occasionally immersed in a
hot plasma. This environment results in high potentials around the spacecraft, and that, as has already been
discussed, can lead to engineering anomalies and perturbations of science measurements, Surface charging results
from the encouater of spacecraft surfaces with a plasma environment of particles up to 50 keV. Energics above 50
keV usually penctrate beneath the surface of the spacecraft and consequently do not play a major role in surface
charging. Although a full spacecraft charging analysis would include charge trapped inside the spacecraft as part of
the total charge effecting the spacecraft. From an anomaly prevention and analysis point of view, the important
thing is to describe the environment and how fiequently it occurs so that the space systems reaction can be
understood. One such useful model is described by Stevens (1982)

2.4.2.4.1 Stevens' Model

Stevens (1982) suggests a specification which does not have the characteristics of a real geomagnetic
substorm but will produce a maximum stress within dielectrics. His specification is given in terms of a single
Maxwellian temperature for severe and moderate substorms (Table 2-6). This temperature description was chosen
because the previous analysis of saiellite surface charging showed that single Maxwellian environments, although
not as realistic as the double Maxwellian descriptions, produced more severe charging. He also attempted to irdicate
how frequently the most severe charging conditions persist. His curves are shown below (Figure 2-11). The time
curve runs out to only 4000 hours since beyond that time particle temperatures drop below levels that produce
charging. The ion temperature (in kV) was found to be numerically equal to 10 times the clectron density (in cm™3).
To account for the ion composition of the substorm environment, which indicates a substantial oxygen ion
population in addition to hydrogen ions, the ion density is set to be one-third of the electron density.

Stevens also recommends that both sunlight (at an angle of incidence to maximize differential charging) and
cclipse charging be evaluated. He choses to describe geosynchronous orbits charging environments in terms to two
simple looking curves, figure 2-11. One describes the temperature of a Maxwellian plasma, and the second describes
the density of the plasma. Both curves are a function of hours per year that such a description is valid. This
approach provides insight into the engincering design required for the system. The darker curves are for moderate
cnvironments, while the lighter curvos aro for severe environments.

Table 2-6 Design Environments {Single Maxwellian Description)

Electrons fons
Temp, Density, Temp, Dansity,
Environmental condition keV em™ keV cmd
Moderale 8.0 2.1 210 0.7

Severe 11.0 1.1 110 0.4
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2.4.24.2 Worst case Models

For many design considerations, it is not a detailed knowledge of the day by day environment that is the
design driver; instead it is the occasional situation which results in the highest charging. If the system will survive
such an environment, the assumption is that any lesser environment will not be a problem. Thus in the litcrature
there is a great deal of attention placed on criteria for a worst case environment as well as determining what the actual
worst case environment is. The charging of a surface can be simply represented if a Maxwell-Bolizmann distribution
for both electrons and ions is assumed. The values given in Table 2-7 are a 90th percentile single-Maxwellian
representation of the environment as proposed by Purvis et al., 1984,

Table 2-7 Worst-Case Geosynchronous Plasma Environment (Purvis et al., 1984)

Electron number density, N

Electron temperature, Ty

Ton number density, N3 2.36 x 10~ 1/cm3
Ton temperature, To 295 x 10%cv

Gussenhoven and Mullen (1982) suggest using a real case from data taken on the SCATHA (Spacceraft
Charging AT High Altitudes) sateliite on 24 April 1979. Their "worst case” is chosen from sunlit charging cvents.
In eclipse the satellite potontial severely affects the ion and electron spectra inhibiting an accurate measurement of
the ambient particles. In sunlight the satellite potcntial is much smaller since photoclectrons provide a significant
amount of the current balance, and therefore the particle spectra are affected to a much lesser dogree. They chooss to
use ¢ double Maxwellian fit to the spectral data becauss it is reasonably accurate and highly usable.

The table below (Table 2-8) gives the first four momenis of the ton and electron distribution function,

- together with Ty(average) and T2(rms), during the “worst case” charging at ~0650 UT on 24 April. Mcasurements
over the 100 6V to 400 keV energy range were used W construct tho distribution functions. Integrations over pitch
angle were used for all moments; therofors, the number and energy flux are average directional quantites. The
moments for ions were calculated assuming hydrogen as the only species.

Table 2-8. Moments and Temporatures Iniegrated Over Pitch Angle

Electrons ’ lons

(em*) 09 2.3
(em=Z5-ls)

(eViem?)

(eVim& )

(keV)

(keV)




The same moments assuming isotropic particle distributions and using particle fluxes at 90° pitch angle are
given in Table 2-9. The difference between the corresponding quantities in the two tables gives a measure of the
anisotropy of the plasma.

Table 2-9. Moments and Temperatures Usin, Perpendicular Particles Only

Electrons Ions
. n: (m3) 1.5 14
) NF: (erslsrt) 9.2x 10 21x108
& (eVAm3) 2.1x 104 24 x 104
EF: (eViem? 3s) 1.9x 101 7.2x 1012
TAVE: (keV) 104 12.6
TRMS: (keV) 113 16.8

The electron and ion densities and tomperatures that charactarize the double Maxwellians that represent
distribution fnctions at the time of the sunlit charging peak are lisied in Table 2-10.

Table 2-10. Womt-Case Lonst Squares Parusle Environment Fit (<0650 UT 24 April 79)

W m T T2
em) fem=3) (*ke\) (aV)
L Y
. fons : '
pependicular 1.1 13 03 282
penralicl 16 0.6 03 260
Blovuons
perpendicular 02 2.3 0.4 28
puaiiel 0.2 0.6 04 240

Guxsenhoven and Mullen (1982) conunent that "... the high encrgly electron curreit or density is the driver
in charging spacerrafl o high kvels. The docrease (anti-correlation) of £y ..and the fty incredss seggest that the low
encrgy pastickss are being accclorated W higher cnergies during injocticon cvaats, sad Sk uhw intadustion of 2 new
higher energy sopulation is sl Rocessarily required. The high ar-t Mo | gy on 3ensitics rosnqin scarly consian.




each between 1 and 2 particles/cm? during the cntire period. The high encrgy ion tempcerature stays near 28 ke’ and
the low energy temperature, ncar 300 ¢V. (Again, caution is advised in using the low energy valucs)" (pp. 7-8).

2.4.3 Spacecraft Role

The critical factor determining the extent to which charging interactions must be considered in the design of
a spacecrafl is the mission of the spacecraft. In all spacecrafl, differential charging is undesirable. For scicntific
spacecraft, absolute charging usually is not desired. For she:t missions which are repeated again and again, an
average charging cnvironment may be more appropriaic than the worst case. For cach spacecraft the effort should be
directed toward controlling thosc charging effects that are detrimental to the particular mission.

Spacecrafl can be divided into spinners and three axis stabilized. Both designs are concemed with stability
for pointing (communications and/or observations), and gelting energy from solar cells. The spinners arc basically
cylinders with their axis perpendicular to the line to the sun. The spinning helps provide the stabilily through its
large angular momentum along the spin axis. Solar cells typically cover the outer surface and roughly 1/ are
producing useful current at any instant. Three axis stabilized systems forego the simplicity of spin stabilization
(although they may accomplish the same thing with momentum wheels), but make full use of every solar cell by
pointing their “wings™ directly at the sun at all times. Three axis spacecraft are much like a conrolled platform in
which various parts can be oriented with respext (o the sun or carth, whatever is desired. Purvis et al., 1984, provide
the following useful gencralizations regarding the overall chasging characteristics of these two specics of spacecraft.
(1) A spin-siabilized spacecraft usually has a low spacecraft ground potential (a few hundred volts negative). On
some shaded dietectric surfaces during sunlit charging events, differential voitages of several thousand volts can
occur. (2) A throc-axis-stabilized spacecraft can have a rather large negative structure poteniial (a few thousand volts)
in sunlit charging events. The dominant areas controlling charging in this case are the backs of the sular array
wings. Differential charging will likely not be as large as in the spinner case.

2.5 System Discharging Characteristics

Breakdowns, or discharges, probably occws because a differential charge buildup generates an electie feld
that exceeds a treakdown threshold at some point. When a discharge ocours, charge is releasad from one pan of the
spacecralt 10 another or W space. This charge releass will continue until the differential driving force no longer
exists. Hence, the arrount of charge reteased will be controtled by the total charge stoved in or on the discharge site.
The charge loss or current to space drives the local surface voltage W zeto. Since the diclectric is capacitively
couplen W the structure, the charge loss will also cause the structure potential B become less aegative, In fact, the
local struciurs vuuid becotme positive with respect W the space plasma potential and begin W collect elocuons from
the environment (or attract back the emitied ones) © reestablish the suucture potential requised by the subsiorm
cindiions. The whale process can take microseconds. Muluple discharges can result ss various pais of the system
expericnce strong differential potcntials as various sodes are discharged. This is especially true when the substonn
plasma intensities remair digh, long enough to roestablish the conditions nocessary for a discharge.

For a long time it was believed that there could be a charge logs ver an extended wen of the dickxuic. This
phenomenon would huve produced area-dependent charge kesses capatde of geacrating currents o: hundreds of amperes.
This concept was hased on testing of grounded substrate amples, which produced spectaculas lightning-sirike
photographs. The diffcrential voltages necessary to produce tiis large charge-clean off &y pe of duscharge were
typically in excess of HIRY. Since spacecraft modeling and cunrent gpace flight data indicate differential voliages of
only 3104 &V, it must be assumod that acteal discharges are tuch milder and limited in charge loss. Without the
strong differential voltages on the dicloctrics, the large-area charge clean off probably will net oxceur.

Since breakdowns ase belioved to be due to differential charging, they can occur during sunlit charging
eventsat | Al). Because sunlight tends to keep ail illuminated surfaces near plasima polontial, whereas shaded
diclectric surfaces may charge srongly negatively, sunlight enhances differentiat charging. Eclipsod charging cvents,
in contrast, resull in a change in absolute charging for all surfaces except those weakly coupled to ik structure
(Capucitance t structure is less than that of spaceceall 1 space, normally <0.2 nanofarad). Differential charging in




eclipse develops slowly and depends on differences in secondary yield or other material or configurational parameters.
Transitions from full eclipse to sunlight are probably the most critical times for developing large potential
differences between one part of the spacecraft and another.

2.5.1 Discharge Models

The physics of discharges on the surface of spacecraft is complex. Three types of discharges have been identified: a)
punch through, b) flash-over, and ¢) particle emission. Punchthrough is a discharge through the material. It usually
occurs at a weak point in the material and many times results in physical damagz to the dielectric. Flash-over
describes the situation when charge on the surface is removed due to the collapse of potential gradients across the
surface. G. T. Inouye's "Brush -Fire model” attempts to describe this type of discharge. Particle emission refers to
the actual ejoction of a plasma from the surface of the dielectric. This has been observed by Nanevicz and others.
Other modecls and concepts abound. Table 2-11 lists some of the current discharge inodels.

Table 2-11. Discharge Models

Model Authors References

First Principles Beers et al. NASA-Lewis CR159560
Brush Fire G. T. [nouye TRW document M2-142-80
Stettner Stettner AFGL-88-34

Longmire Longmire AFGL-TR-87-32

Figure 2-12 shows the various modes and regions of arch discharge formation in a "simple” gas.

Discharges in or on a diclectric could be just as complex. In gencral discharges seem to have some kind of threshoid,
When a breakdown threshold is exceeded a discharge is possible. The transient generated by this discharge ¢an couple
with the spacecraft electronics and cause problems ranging from logic switching to complete syster faiture.

_ Discharges can also cause long-term deradation of exterior surface coatings and enhance contamination of surfaces
by causing the release of contaminating particles.
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Figure 2-12. Gascous Discharges

2.5.2. Criteria for Biecakdown

The exact mechanism for breakdowns is not clearly understood. However, current thought is that if either
of the llowing cnieria is ¢xceeded, discharges can occur:




(1) Dielectric surface voltages are greater than 500 V positive relative to an adjacent exposed conductor, or
(2) The interface between a dielectric and an exposed conductor has an electric field >10° Vicm,

Edges, points, gaps, seams, and imperfections in surface materials tend to occasion high local electric ficlds
and hence promote the probability of discharges. These must be found by close inspection of the exterior surface of
a system.

The first criterion is important in considering solar arrays in which the high secondary yield of the cover
slide can result in surface voltages that are positive with respect to the metalized interconnects. This criterion can
also apply to metalized dielectrics in which the metalized film, either by accident or design, is isolated from structure
ground by a resistance valuc great enough to allow afive hundred volt potential difference. For example with an
ambient space current of 1--10 nanoampcrcs/cm a resistivity on the crder of 10 MQ-cm (essentially only
capacitively coupled) yields a maximum potential difference of concem using criterion one.

The second criterion applies to those areas of a spacecrift where a strong negative voltage gradient could
exist. This is usually associated with metal edges or with cracks in the dielectric exposing a conductor undemeath
when the charge stored on or in the diclectric is relatively unstable and could be lost.

When a discharge occurs, stored charge is redistributed. This produces a transient that couples into the
spacecralt structure and possibly into the electronic systems. The computation of charge lost in any discharge is
highly speculative at this time. The charge loss depends on the voltages on the spacecraft at the time that discharges
occur, the path(s) the current takes, and the final statc of the system after the discharge.

From an engincering point of view, Purvis ct al., 1984, categorize discharges according to the amount of
charge lost to a local arca as follows:

Qilost < 0.5 uC--minor discharge
0.5 p C < Q|ogt < 1.0 pC--moderate discharge
Qiost > 1.0 uC--severe discharge

The curvent in a discharge pulse can be upproximated by square, triangular, or double exponential pulses or
by a resistance-inductance-capacitance (RLC) sories circuit. Purvis et al., 1984, use as an example, an RLC moda):

. (V ) exp (—Rl - exp{dy) ~ exp(-di) (2:25)

AL d

whanre

R\2 1\ 2
0= (1) ()" 0w
and Vo s the surface voliage just before the discharge. The change with time of the voltage can be computed from

I= c‘ﬂ"- 2-27)

By integrating this cxpression the charge loss can be detesmined. The resistance, inductance, and capacimance values
can be adjusted to produce a desired charge loss,

Robiscoe, and co-workers (Damas and Robiscoe, 1988, Robiscoc and Sui, 1988, and Robiscoe ot al. 1988)
model the discharge with a LCR circuit in which the arc resistance is taken to be constant divided by the arc curvent.
This constant alone determine the arc teeshold, and the model is able to reproduce a number of experimentally
known (acts.
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The size of the arc has been determined experimentally ( Balmain and Dubous, 1979, Stettner et al., 1 "80)
o vary as simple powers of the charged area. The total charge is proportional to the area that is charged. The pulse
duration scales as a characteristic length of the charged area or as the square root of the area. The rise time of the
pulse scales as the square root of the area and the current peak also scales as the square reot of the area (i.e. the total
charge divided by the pulsc duration).

2.6 Other Plasma Interactions

Plasma interactions with a space system involve many aspects of system design. In addition to the
basic charging and discharging of th systzm described above, there are other effects which may or may not play an
important role in a given space system. The basic charging of the system can be strongly influenced by the
motion of the system through the plasma. This influcnces the current collection and adds yet another asymetry to
the proklere. Spacecraft motion also allows the formation of a wake about the spacecraft. These and other effects
are discussed below,

2,6.1. Ram and Wake Effects

Spacecraft in low altitude orbits (<1000 km) have orbital velocities on the order of 7 km¢s, The thermal
velocities of the ambient ions at 1000 km is 3 km/scc for H+, 0.8 km/sec for 0+. The movement of a spacecraft
through the ionosphere produces a wake. It takes a finite time for the ions to fill in the void created behind tie
passing spacecraft. The ¢lectron thermal velocity at 1000 km is 180 km/scc).. The electrons tend 1o fill in the void
behind the spacecreft but are retarded by the electrostatic ficld that results from charge separation at the wake, The
plasma distribution around a moving spacecraft will be very complex, most likejy three dimensional, and probably
nonlinear. These effects are secn in plasma measurements as shifting of the spectra in energy, preferential focusing
or exclusion of particles oi a particular energy or direction. The spacecraft itself further conlaminates measurements
by electric and magnetic ficids, secondaries, backscattered electrons, and photoelectrons.

The plasma sheath around objects can also trap contamingnt ions, duc 10 thrusters (ionic or chemical) or
outgassing of satellitc materials, and cause preferentiat deposition on negatively charged surfaces. Caulfman (1973)
(see 2lso Jemiola (1978) and Jemiola (1980)) has cstimated that as much as SO A of material can be deposited on
charged optical surfaces in as little as onc hundrad days. Adamo and Nasievics, (1980) found that the heating rate of
sensors on a geosynchronous satellite apparcntly rose with increased charging. Such deposition may also olter
secondary emission and photoelectron propentics. Long duration exposures of surfaces or exposad potentials (ic.,
solor wrays) may greatly enhance contmingtion offeces over the life of a mission. Laboratory snd in-sity
ureasurcmonts by Soop (1972 and 1973), Somir and Jew (1972), and others have delincated the main features of the
plasma wake and sheath around small (a few meters in diameter) bixdics undor a variety of conditions. Models of the
wake and sheath for small bodies have haen ueveloped by Gurevich and Dimant (1573), Parker (1978), and others for
realistic conditions and simple goometries. The PDP (Plasiwa Diagaostics P\.u{,c Shawhan, 1982) may provide
data to confirm predictions.

Magnetie ficld induced effects which wre uofsxmlly :gmw&i in spacecraft rmnfwak» caleulations may luem o
to be o particularly imporant. 1t has been suggested ihat this constraim of charged particles W motion may docoine
of real concern for structuves lrger than varticle gyroradit. The magnati field alko induces antsotropics in the
patticle fluxes. Ambient fuxes, secondasies, bsam fluxes, and charged paricls wakes are all controlied to a greater or
fesser extent by the magnetic field, Whipple (3965) and Parker aod Murphy (1967) have anatyzed some of the clects
of these magnetic fietd induced anisozopies on spacecrafit charging (see also réviews by Brundin (1963) and Gurevich
et al. (1970)) and found that the electron Mlux can be reduced by as much 353 fucwr of two on some surfoses,

The low encrgy plasma that would cormally {ead to low aiwolute vehicle potentials is absent or distonad in
the depletion region behind a n object or inside the wake.. Auroral Nuxes, artificial plasma beams, or the beams
produced by the wake itself cosid induce high potentials on isolatied su-faces within the depletion region. Potentials
on tha rder of 1000 volts were observed on DMSP during passage through an auroral arc. The distottions of the
ram/wake duning such charging events are being studicd us they may ulimately Hmit the pu{mum 1o which an
isolated body can charge (Katz of af., 1984).
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2.6.2 Radio Distortion in the Sheath

Reflection: Electron density irregularities in the vicinity of an antenna and antenna feed system can distort
the farfield antenna patterns, reducing the main beam efficiency and increasing the sidelobe levels, This effect is
undesirable for either receiving or transmitting aniennas. Severe destruction of the beam pattem occurs if the plasma
density leads to a plasma frequency comparable (o the wave frequency:

fp(MHz) = 1 (2-28)

9
03VN

where N is electron number density in cin=3, Densities of 108 to 1012 cm=3 are necessary to severely affect the 100

MHz 0 10 GHz range. Although natural polar clectron densities range only up to 10 ¢m=3, local ionization in the
vicinity of a large space structure may be significantly higher in the ram direction or enhanced due to auroral particle
bombardment.

Distortion: At lower densities, the nearficld phase patiem is modified, distorting the farficld pattemn . Since
the rain/wake densitics are expected to be widely varying function of location and time, the farfield pattern will
change with time. Ram/wake densitics were observed to vary over 105 near the Orbiter on STS-3 and STS-4.
Naturally occurring variations in the electron densitics in the ionosphere due to auroral particle precipitation and
aurcral current systems distort radio transmission in the ionosphere.

Hammonic Distontion: The presence of plasma and plasma irregularities in the vicinity of high power
transmitters could cause nonlinear effects on the signols. The nonlincar effects come about in a number of ways. If
the plasma tends to rectify the signals or if irogularitics cause wave encrgy to become trapped in a localized volume
then ham.onic distortions o other nonlinear effects can occur,

One of the most insidious ways in which to get high plasma densitics in the region of an antenna is from a
process called multipacting. If the time required for a charged particle to transit the gap between two elements of the
antenna corresponds 1o the time required for the voltage on those elements to change sign, secondary emission from
those cloments ray release sufficient electiois W cause one or more of the distortions described above.

2.6.3 Callision Induced leonizatlon

Two different types of plasma sheath formation processes are postulated for the environment above 100 km.
First there are tho colligional models of Medved and others that assume the dominant process is basically the result
of callisions between ambicnt particles (nearly) elasticity scattering off the vehicle surface ad the incoming ambient
flux. In the conter of mass franic this represents a collisional velocity twice the velocity of the vehicle relative to
.the gas. Since the velocity of a typical low altitude vehicle is 7-8 km/s, the kinstic energy availuble per particle in
the center of mass frame vanies from about 4.6 ¢V for N 1o 10 ¢V for 0. There is close to sulficient encrgy
therefore W iohize the ambicat constitucnts in the vicinity of a low altitude spacecraft through collisions. At Space
Station altitudes, however, this process alone will likely not account for the pronounced plasma enhancements
observed.
. The sccond mechanism, proposed by Papadopoulos (1984), invokes a plasma instability to genceate the
enhanced plasima sheath, Neutral particles reflected from a satellite surface at low altitudes have, as already noted,
nearly eniough enesgy to ionize the incoming flux. Thie high velocity of the ncutrals ang ions relative to the Eanth's
magnetic field is also suificiont to evoke the plasma critical velocity effect. Given this ionization, Papidopoulos
{1984} proposed a plasina process that involves a two stream instability between the incoming ram and reflected
ions, . Tho ion instabitity sels up electrostatic waves which in tum heat the ambicat electrons. These i wm excite
the in site and ram neutral and ioh constituents. I the electrons are excited to 20 eV or higher, they allow c+X
reactions. Papadopoulos proposes that this process could produce both “Shutile Glow™ and the observed enhinced
ionization and lemperatuse in the ram direction.




2.6.4 Biased Surfaces

Parker (1979), Parker (1980), Stevens (1980), McCoy, et a'. (1980), and Reiff et al. (1980) have all carricd
out calculations of the currents to biased surfaces for large high voltage structures. They find that a major effect is to
induce large voltage gradients in the plasma sheath, Negative poientials may cause preferential deposition of
positively charged ion contaminants or sputtering . Chemicai effects in the presence of the accelerated ions may be
enhanced. Focusing or acceleration due to positive potential fields around exposed high voltage surfaces may greatly
enhance electron fluxes Exposed potentials such as high voltage solar arrays may cause a variety of enavironmental
interactions. Severa! of these are discussed in more detail below.,

Positively cb- ~ed surfaces immersed in the dense Space Station plasma environment, even when insulated,
can lead to substant? +20% at Space Station altitudes) power loss. Small pin holes in insulation covering
positive potentials . Jar array are able to attract large currents (the pinhole effect). Below about +100 V the
electron returit flux 15 about what would be expected for the area of the exposed surfaces (typically the interconnect
wires between solar cells), Above about +100 V, however, a curious phenomenon is observed that can greatly
enhance negative current collection for positive surfaccs. When a small pinhole exists in the insulation, the flux of
incident clectrons accelerated by the gradicnts around the pinhole is of sufficient encrgy and intensity Lo generate
enhanced fluxes of secondary electrons from the insulating surface. This cloud of secondarics greatly increases the
apparent size of the pinhole by creating a local enhancement in the plasma that effectively defeats the insulation,
Such pinholes are incvitable, except for exceptionally thick insulation, duc to the flux of micrometcoroids and
surface erosion. Thus power loss can occur cven for insulated surfaces! Fortunately, positive surface arcas on a
vehicle are usually less than 1/40 of the negative surface arcas. This follows because, (or the same encrgy, the ions
are 40 times or more slower than the clectrons. Since the spacecralt as a whole floats with respect to the plasma, the
average potential of the craft will be negative. Thus, for current balance the factor (flux * arca) is constant, implying
that ion collection arca must be 39 times that of the electran collection area. Not discussed here, but very important
in a complete understanding of this phenomenon, is the effect of the Earth's magnetic field on the collection of
clectrons.

Since most of tho floating array surface will be negatively with respect to plasma ground most of the
exposed array interconnects will collect ions. Since the solar coll coverglass is an insulator it will remain at a
potential near plasma ground creating a substantial diffcrential potential “vith respect to the solar array conductors.
This diffcrential has been observed to cause arcing both in laboratory experiments {Kennerud, 1974, Stevens, et al.,
1978) and in space experiments (Grier and Stevens, 1979 and Grier, 1985) at relatively low potgntials (-255 V in
the high density plasmas associated with the Space Station). The arcing threshold is inversely related to plasma
density. The susceptibility of modem space systems to such phenomena is not known, and the relative sensitivities
of two different armay designs to the same environment has acver been studied. In particular, the vaniation of arcing
threshold for nogatively blased surfaces with ram/wake conditions, solar illumination, and high eaergy aworal
clectrons has not been dotermined. Since recent studies indicats that surface effocts on conductors and other.surface
conditions may be important in initiating ascs, it is necessary o examine discharge rates as a function of exposure o
alomnic oxygen, and similar processes which could significantly alter surface properties. C. K. Purvis, N. T. Gricr,
and D. B, Synder at NASA's Lawis Research Center, as well as others, have performed experiments and constructed
models aimed at determining the response of materials and configurations to charging effects.

Very high potential differences betwoen closely spaced clectrodes exposed 1o the plasma environment are in
danger of shorting out through the plasma through the normal gaseous breakdown phenomena. The breakdowe
voltage in these situations is usually expressed in terms of a Paschen curve (figure 2-13 below).




Figure 2-13 Paschen curve.
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When high frequency electrodes are exposed to a plasma it is possible to gencrate dense electron plasmas by
multiple impacts of electrons with the surfaces of the electrodes (multipacting). When the time required for a
secondary electrons generated at the surface of the electrode to transit the gap between the clectrodes is in resonance
with the frequency of the appiied voltage, secondary particles arrive at the opposing electrode just in time to create
new clectrons for the return trip. Under the right conditions this leads to a a rapid rise of plasma density in between
the electrodes. The effects of a dense plasma in this region can be dramatic, shorting out the electrodes or blocking of
transmissio.

2.6.5 Torques and Induced Fields
Torques produced by the inicraction of current flows in spacecraft with the earth’s magnetic ficld can degrade -

pointing accuracy. In fact, some spacecraft use this effect in their attitude control systems. The torque on the
spacecraft is produced by the atiempt of the magnetic moment to align itself with the ambient magnetic ficld. The

torque is given by
N= %fx x{J x B)dsx
(2-29)

whcré N is the torque {gaussian units), ¢ is the speed of light, x is the position vector, J is the current density vector,
and B is the external maggetic ficld. This integral can for many interestings cases be expressed by the simpler
cxpression,

N=mxB (2-30)

where m is the magnatic moment. The magnetic moment of the spacecrafl is calculated by integrating over all of
the cutrent loops.

mn;}- oxxdl
<€ Jaround cument loop

il m% x (Area of loop) @.31)

where m is the magnetic moment in gaussian units. The second oxpression is useful when the curvent lics in a

plane.

The magnetic field also plays a role when there is movement across the magnetic field inducing curvents and
electric ficlds in the same manner as an cloctric generator.  These effects could be significant for large obyjects o
tethered operations  In these cases both ihe charging, induced currents and fields snd the torques and Rioes oo the
space system will noed o account for Bie presence of the earth's magnetic fiold and the motion of the space system
with respect to the magnetic field. ‘

For cxaunple a satcllite at space station altitudes will see an electric ficld of about 0.3 volts per meter
radially from the canth. The tethered satetiise sysiom (TSS) sceks to use or & teast understand this effect by studying
gravity gradient stabilized wircs tons of kilometers long genvrating poltatial differsaces of kilovolts. For structures
this Yarge and with voltages and ficld this big. many effects wili bocome important including the ability of the space
sthuctures o collect and maintain the curents implicd in such a system.

2.7 Summary

Plasma interactions with the swrface of a spacecraft can and have lead to surprising reaction in spacecraft
systems and need careful aucation from the beginning of the design process. However our undersanding of plasma
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processes is growing, spacecraf/plasma interactions are becoming understood, and there are enginecring techniques
(see chapter 6) available for many of the known effects. Although studied for a long time, the physics of
breakdowns is not yet fully developed. Detailed description of plasma currents in the magnetosphere is an active
field of research. More subtle effects of the plasma of space systems are becoming important. and the inevitable
change in space system technology is focusing our attention of new aspects of charging. Spacecraft charging will
continue o be an important aspect of space system design for the foreseeable future. The hard learned lessons of the
past predict future progress and development as our ambitions in space grow.
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Chapter

3

INTERNAL DISCHARGES

3.1 Internal Discharges

. Following the discovery of surface charging and discharging in spacecrait operations, and the launch of the
SCATHA spacecraft, Vampola at Acvospace, Whittlessy &t al. at JPL and others began ® notice anomaties that
seemed to be caused by discharges but at tmes when no surface charging should have been present. In some cascs
ground simulations using large surface discharges reproduced the anomaly. In other cases ao reasonablo surface
discharge was able 10 repeciduce the anomaly. Finally a rough comvelation of the anomaly with the high energy
component of the electron spectruro was obssrved. This lead to a new subficld for spacecraft charging. Interoal
discharges result from charge stored in divicetric maierial or well insulated floating conductors inside the spacecradl,
Whea thess discharge they produce smiall but weli voupled signals in nearby cloctronics and aro suspocted of causing
a number of spacecrafl obscrved “nomalics. Internal discharges are particularly difficult to simulate and are correlated
with markedly difforent eavironments than surface discharges just discussed in Chaplor 2. In this texi we are calling
this phenomena internal discharges, to emphasize the idea that the charge build up in these cases occurs inside the
spacecralt on floating conductors of in large volumes of diclectric.  Other workers refer to the same phenomena as
docp diclectric charging, or elociron caused clectromagnotic pulses (ECEMP). No mauer what the name, good
spacoceafl design is needed to avoid anomalics due to charges which penctrate the surface of U space syswsn and
buildup witkin materials near sensitive elecuonics.

Intermal discharges are dischaigos that aecur inside the spacecrafl due to charge buildup on and inside
matenials. Of mast concorn are large volumes of floating conductors, although chaige buildup in bulk dicloctrics and
o the surface of good insulators can also produce unwanted offocts in systems. The most graphic exawples of bulk
discharges in insulators an. the Lichienberg patteme producd in clear plastic samples by bombardinent with
clectrons. Figure 3-1 emphasizes e charge buildup and discharge in a circuit board with Noating lands.
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3.1.1, Penetration of Electrons to Interior of Spacecraft

The calculation of the passage of charged particles through materials involves energy loss to the primary
charged particle by ionizing or exciting particles in the materials along its track, by Bremsstrahlung and other
inelastic scattering processes, and by elastic nuclear scattering. Considerable effort has gone into accurately
describing these processes, and comparing these calculations to measured results. For electrons the process is
particularly complicated by the fact that the electron's mass is so small compared to the mass of the atom and
therefore it is easy for it to have very large angle scattering events.

3.1.1.1. Energy Loss by Electrons

The encrgy loss per unit path length decreases with increasing electron cnergy with an inverse velocity
squared dependence until the velocity becomes relativistic, This is followed by a broad minimum (called the
v “minimum ionization") with a very slow incrcase at higher encrgies. The energy loss of electrons as a result of
ionization as the electron ravels a distance dz in a material is:

4 [ f2mpc?
(%:_)=dxc h;Zil“( ? ),ln(7_1]+!2-ln(7*l)
Mg ¥o

1 2 4y, 1 9
L 3¢---+----+—-—} 3.1
2( Y 72) 6 8y " T6v2] )

whero yis the relativistic factor, 1 N 1-P2, vp is the incident electron’s velocity, | is the ionization energy of the
material, m, the rest mass of the electron, ~d ¢ the charge on an electron (se< van Lint et al., 1980, p. 58).

The increase at very high energies is due to the relativistic sharpening of tw transverse electric field of the
moving electron. This eelativistic effect approaches o value of 1.3 1 1.5 times the mirimum value depending on
the material. The ionization loss in other materials can be estimated from the encrgy loss in silicon by multiplying
by the ratio of Z/A. For exawple stopping power (dE/dx) in iron is 0.96 times that in aluminum.

For electrons of enargy 10 MeV or less, fonization loss is the dominant mechanism for slowing down and
stopping clectrons. Above 10 MeV other processes bocame important. This is shown in Figures 3-2 and 3-3.
Thess are many texts (for example Bvans, 1955, or Fermi, 1950), which give dewiled discussions and derivations of
e transpost of clectrons (and vther particles) in matter,
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3112, Electron Range, Bifect of Shiclding

Since internal discharges depead on panticles penetrating © the place where they collect and finally
discharge, shiclding (i groixiod) can be very effective in reducing 1D. For cxample, incseasing Uie shiciding fromm
20 tw 100-mil {Aluminium) will remove intersal discharges as a conccim for many FOOSWAoNATy sieim
cuvironnents.
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Of practical interest is the range of 2lectrons in materials. Figure 3-4 shows the empirical range energy
relationship for electruns absorbed in Aluminum (Evans, 1955). Katz and Penfold, 1952, give an empirical fit,

R=412(E)" ; n=1265-00954WE (3-2)
for electrons with energics greater than 0.01 McV but less than 3 MeV, and
R = 530E-106 (3-3)

for electrons between 1 and 20 MeV. The range, R, has units of mgfem? in these expressions, and E is in MeV.
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Figure 3-4. Elecuon Energy Versus Range in Aluminum

3.1.2 Charge Baildup

The charge buildup in of on a material can be «stimated by considening all of the cumvenis which deposit
chasge cither in o on the inatcrial and st wWhith 1wt cursonte dway frien the material vr surface. The




expressions and discussion on surface charging already covered are still valid. For internal surfaces, the only
difference is to calculate the incident flux by considering the effects of the shiclding the spacecraft mass provides
between the surface in question and the ambicnt environment. However, in addition onc now nceds to consider the
charge deposited in the bulk as well,

The currents which r. 2ed to be considered in ~alculating the charge deposited in the bulk of an insulator or
isolated conductor are:

1. Incident electron and ion currents

2. Secondary emission from the surface

3. Diffusion of charge through the material

4. Charge flow due to eleciric fields inside the material (perhaps an Ohm's law tyye flow? Sce discussion

under material charging.)

Hopefully in estimating the charge buildup, some of the above considerations can be neglected. For
example in many cases the ions do not penetrate very far into the interior of the spacecraft and only clectrons need be
considered. If the surface of the insulator is covered with a conductor the boundary condition is established by the
potential of the metal surface. Suppose we have a planar piece of ungrounded metal which is collccting charge
rapidly, so that we can neglect the lcakage from the plate through the insulator. The charge buildup will be
determined by the capacitance of the plate Q=CV, where C = kgxA/d, x is the diclectric constant of the material,
Ko is the dielectric constant (8.8542 * 10-12 farads/meter), V is the vollage across the material, V=E xd,d isa
typical thickness of the material and E is the electric ficld across the raterial.

Typically, a good insulator will have a breakdown thieshold electric ficld on the order of 108 V/em,
Specific geometries and diclectric properties will increase or decrease that value by fuctors of 3 or 4. The charge
required to cause a breakdown if none of the charge leaks off will be

% = ¢0eE = € 88 x 10-14 farads/om x 105 Viem  (3-4)

where € is somewhere between 1 and 10, so that the fluence required will be

g _ 1t i
A 55*%10 sz (3-5)

3.1.2.1 Charge Leakage

Low flux laboratory tests have shown that diclectrics do not charge and discharge all the time. One
conclusion is that diclectrics nside saicllitcs must charge to some steady state potential where the charging current is
balanced by lcakage terms. Leakage terms can be included in the above analysis by considering the voltage as a
function of time including the lcakage term.

V@) = j jdi- jn(leakagc)dt (3-6)

In the case of a simple Ohm s law matcrial, i(lcakage) is the voltage divided by R, the resistance. R is proportional
to 1/conductivity. The conductivity is determined by its ambicnt conductivity plus any radiation-induced terms and
ficld-induced terms. In general, ncre can be a voltage dependence for the conductivity. This formulation can be
expressed in a more pleasing fo.m mathematically as follows

\_/Q _iwed VoGV

€€0 880

- %i0- (-

The expression relates the change in voltage based on the incoming current and the leakage. For steady state, dV/dt =
0, the equations simplify.

Laboratory tests also show decharges long afier the charging beam has been turned off, 1 his implics that a
simple Ohm's law bebavior is inadequate.
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3.1.2.2 Material Charging

Charge buildup within a material such as Teflon can be viewed as follows. The charge on a surface due to
incident charges from outside the material is calculated by considering secondary emission, ctc. (as outlined in the
discussion of surface charging). The electric ficlds inside the material will depend on any external ficlds, the surface
charge (as a boundary condition), the polarization of the diclectric, and any space charge left within the bulk of the
dielectric itself. The boundary conditions will play a significant role in determining the ficld across the dielectric,
A dicleetric body which includes trapped charge is called an electret (Gerhard-Multhaupt, 1987). In some cases the
trapped charge in an clectret is of opposite signs and the net charge is zero. In figure 3-5 Scssler (1980) points out
some of the configurations of planar clectrets.

dipole charges z  surface charges

. O O W—e]charges

- 0 0 --
O O R O O S SIS ]
metal electrodn

charges displaced within
domains (Maxwell-Wagner)

Schematic cross-section of some planar electrode and dielectric
configurations involving excess charge and polarization
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Figure 3-5. Elcctrets: Excess Charge and Polarization in a Diclectnic
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3.1.2.3. Currents in Electrets

Currents flow in an electret because of time and space variations in electric fields, and electret charges.
Following the discussion of Sessler (1980), the current is easily divided into conductive and displacement
components. Conductive currents are the physical motion of charges through the material. The conductive-current
density is related to the real charge density p1 by the continuity equation:

3 pq(x.t) _ 9§ xy
e = ~~~5r— for planar geometry (3-8)

The real charge density p is related to the electric field by Poisson's equation,

VD =p; (39

The total charge density is made up of two parts, the real charge density, p1, and the dipole polarization or
microscopic charge displacement component, p

P =pr+py and o =0;+0y) (3-10)

for surface charge densities. The dipole polarization component is refated to that part of the polarization of the
material, the "frozen-in component due to ... microscopic charge displacement” (Sessler, 1980)

pp = -VePy (3-11)

where total polarization, P, is divided into two parts, the instantancous, Py, and the quasi-permancnt composcnt, P7
P=P +P; ; Pp=¢gpe-)E (3-12)

Displacement currents are due to inductive effects,

. 3E 9P
=gt S+ G13)

The total current density is j=ji+j2.  (3-14)

The conductive current, ji, is expressed in terms of mobilitics and charge densitics as

= [s+ue+uy0y]E G15)

The conductivity of the diclectric, g, is
g = e(ny Uy +nyly)  (3-16)

where ny is the density of intrinsic pasiiive carriers -- both trapped and free, and ny is the intrinsic density for
electrons. The total charge density for positive carriers is

cn1+pl+




and for negative carriers
cngy+ [)2—

The trap-modulated mebilitics for positive and negative carriers ar¢ g+ and pp~ respectively. Onc reason to beeak
up the expressions in this way is o separate oat the physical components where g is the conductivity of the
diclectric, and p is the generally space dependent excess charge carrier density. The internal charge decay in
dielectrics is governed by this conduction phenomenon. I substances capable of quasi-permancnt charge storage, the
mobilitics are trap-modutated. If an elcciion is trapped near the bottomi of the conduction band and moves between
extended states by quantum-mechanical hopping, the process requires no thermal activation and leads to relatively
high mobilities (10 cm2/(Vss)). If the electron is trapped below the "mobility cdge” it aceds thermal energy to
perform the hopping process and the mobility is typically four orders of magnitude icss. So-called deep traps have
even smaller mobilities, 1E-10 to 1E-17 cm4/(Vs).

3.1.3 Maxwell-Wagner Effcct

In heterogencous maerials consisting of different components or phases, such as paiats, it is possible for
the components to have different diclectric constants and conductivities. In thae vase charges cun accumulate noar the
interfaces between componcnts. When such a sample is heated and subjected 10 a ficld these charges can be frozen in
if the field is maintained during cooling. Subscquent thermally stimuiated discharging {TSD) of the sample will
show an excess charge peak when the trapped charge is neutralized by conducticn across the interface. (See the
discussion by van Turnout in Scssler (1980) for comparison of a simpi> mode! with experimental resulis,)

Such an effect also appears in uniform samples when radiation-induced conductiviiy dissipates clectrons
non-uniformly, In irradiated diciectrics Maxwell-Wagnet distributions can be implanted without temperature changes
and external eleciric fickds by penetracug charged particles.

3.1.4 An Example .- Teflon Characteristics

Teflor: refers to either PTFE (Polytetrafiuorocthylenc), PFA (Tetrafluoracthylene-perfiuoromethoxylethylene
copolymer), ot FEP (Tetrafloucoethylenc-hexa-flouropropyicne copolymer). 1t is a combination of crystalline and
amorphous regions, It has no piezoclectric or pyroelectric propertics, and so is typical of many spacecraft diclectrics,
and it has been extensively studied (sce Sassler, 1980, and the references therein). The intrinsic resistivity, 1/g, is very
high, =1022 ohrr-cm. This is because both the moblity is small and the density of intrinsic carricrs, n, is small. The
diclecteic relaxation time, £¢0/g, is approximately 109 s. In Teflon, transit time measurcments over periods of the order
of one mictosecond yicld mobilities of 3 E-5 cm?/Vs and hole mobilitics an order of magnitude greater. Both of these
mobilitics obey an exponential winperature dependence suggesting shatlow trapping ceaters. The temperature
dependence of "free mobility” is typically 1! to T-2, The Schubweg, that is the distance over which a carricr drifts
under the influence of an electric ficld before it disappears by recombination, is about V.1 micron at a few 105 V/em in
FEP, and 6 micrors in Mylar (PET -- Polycthylene terephthalate) for an eiectric ficld of 8 x 103 V/em and is
propo;tionai to the electric ficld. Hales in FEP have a Schubweg of about 100 microns {or electric ficlds on the order
of 10° Vicm,

3.2, Experimental Rates

Experimentally, diclectrics have been observed to charge 10 a steady state condition without discharge. This
condition is referred to s a saturation potential. Other niaterials have been observed to continue discharging after all
external fluxes heve beea removed, For those materials in which a saturation potential describes the material well,
no discharges have been observed below 0.3 pA/centimeter squared. At that current density it will take 74 howrs 1o
reach a toia! deposited charge density of 5.5x10!! electrons/cm?,




The tims that dielectrics store charge is characteristic of the time constants for leakage. Typical spacecraft
dielectrics store charge for periods ranging between hours and days,

cermmic 0.5 hour
polyimide 2 hours
Teflon 12 hows
Fiberglass FR4 >24 hours

Whenever the time 0 accumulate 5.5x10' clectrons/fom? is less than the typical decay period of the matcrial
and configuration, internal discharges are possible. To be absolutely sure there will be no discharges, measurcinents
of the materials and configurations of interest are highly desirable. Variations in material and breakdown threshald
could decrease the fiuence required by a factor of ten or more. Table 3-1 lists typical resistivities which can be used 1o
estimate charge buildup.
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Table 3-1. Resistivity Table

TITLE

DESCRIPTION

RESISTIVITY

REFERENCE

ALUMINA

4

101 1 TO 101 ohm-cm

(23 deg C)

1977

ALUMINUM

2.6548 microhm-cm
(20 deg C)

1977

AMBER

1977

BRASS

(KED CAST)

11 microhm-cm
7 microhms-cm (20 deg C)

1977

CARBON

1375.0 microhm-cm
(0 deg C)

1977

COPPER

1.6730 microhms-cm
(20 deg C)

1.71 microhms-cm
(20 deg C)

1977

CROSS-
LINKED
RPOLY-
STYRENE

10 16 ohm-cm

COTTS AND REVYES, 1985

DELRIN

ACETAL POLY
(OXYMETHY-
LENE)

COTTS AND REYES, 1985

16

4x 10 otm-cm

COTTS AND REYES, 1985

SEE
INDIVIDUAL
DESCRIPTIONS

1012 1o 108

Sy

HARD
RUBBER

L

IRON

8.7t microhma-cm
(20 deg C)

CRC, 1977

KAPTON

POLYIMIDE

6
ohm-cm

10'4 10 10

COTTS AND REYES, 1985




Table 3-1. Resistivity Table (Cont'd)

TITLE | DESCRIPTION RESISTIVITY REFERENCE
KAPTON H | POLYIMIDE 107370 10'° ohm-cm |COTTS AND REYES, 1985
LEAD — 20.6448 mlicrohm-cm CRC, 1977
(20 deg C)
MERCURY | — 96.4 microhm-cm CRC, 1977
(50 deg C)
MICA A) SHEET A) 10‘1‘370 10 ' Sonmcm | KAYE, 1986
B) MOULDED B) 10 ohm-cm
MYLAR HUMIDITY 64x10° TO COTTS AND REYES, 1985
SENSITIVE 1018 ohm-cm
POLYETHY-
LENE TEREPH-
THALATE (PET)
NICHROME | — 100 microhms-cm CRC, 1977
(20 deg C)
NYLON (66) POLY - COTTS AND REYES, 1985
(HEXAMETHY-
LENE ADIPA-
MIDE) HUMID-
ITY SENSITIVE
PARAFFIN |— _ COTTS AND REVES, 1985
— 10'570 1019 ohm-cm CRC, 1977
(20 deg C)
POLYETHY-| — 1015101029 ohm-em | COTTS AND REYES, 1985
LENE 1018
. 7
POLY- (PAN) 10~2 1010 COTTS AND REYES, 1985
ACRYLONI-
TRILE
POLYAMI- |— 1x10'7? COTTS AND REYES, 1985
DEIMIDE
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Table 3-1. Resistivity Table (Cont'd)

DESCRIPTION

RESISTIVITY

REFERENCE

POLY (OXY-
CARBONYLOXY
-1, 4-PHENY-
LENE ISOPRO-
PYLIDENE-1,
4-PHENYLENE
(LEXAN)

17
»10 chm-cm

AND REYES,

POLY-
GCLEFIN

POLY (ETLY-
LENE-CROPY-
LENE) THER-
MOFIT)

AND REYES,

POLY-
STYRENE

10 17 ohms-cm

AND REYES,

POLY-
URETHANE

(SOLITHINE
113)

14
25 x 10

ohms-cm

AND REYES,

PVF-2

POLY (VINYL-
IDINE-FLUOR-
IDE) (KYNAR)

1
2x10 5chms~cm

AND REYES,

SILICA
GLASS GE
CLEAR

4,000-30,000 megohm-cm
(350 deg C)

CRC, 1977

SILICA
GLASS
PYREX

4 TO 2,500 megohms-cm
(350 deg C)

CRC, 19717

SILICONES

- 15
7x10'? 10 10

COTTS AND REYES, 1985

SILVER

1.59 microhms-cm
(20 deg C)

CRC, 1977

SULPHUR

YELLOW

2 x 1023 microhms-cm
(20 deg C)

CRC, 1977

TEFLON

POLY TETRA-
FLUOROETHY.
LENE PTFE

gx10'6

13

ohms-cm

10 TO ﬂti1 4 ohms-cm

COTTS AND REYES, 1985

TITANIUM
DIOXIDE

103101018

(23 deg C)

ohns-cm

CRC, 1977




Table 3-1. Resistivity Table (Cont'd)

TITLE DESCRIPTION RESISTIVITY REFERENCE

TUNGSTEN 5.65 microhms-cm CRC, 1977
(300 K)

VITON POLY (VYNIL- [2x 10 '3 ohms-cm COTTS AND REYES, 1985
IDINE FLUOR-
IDE CO-HEXA-
FLUOROPROC-
PYLENE)

T0 1C)1 9 ohms-cm KAYE, 1986

(PARAFFINED) |108

3.3 Discharge Process

Without a discharge, mast intemal clectronics and devices do not experience hanmful effects. When a
breakdown occurs, a sharp pulse of electromagnetic energy is released which can couple into the electronics wnd cause
malfunction, noise or even bum-out of the clectronics. The discharge process is not understood preciscly. It
involves the retease of energy built up in an clectric ficld duo to charge scparaied in the insulator, The simplest case
. of a material experiencing a breakdown was originally thought to be that of a gus. The possible modes foe
breakdown in a gas were shown in Figuro 2-12. The breakdown can be manifosted in any number of ways depending
on the volage characteristics. For liquids and solids the situation can be just as complicated. For cxample, in solids
with voids, the voids break down as a small gas would under the applied voltage and the total behavior of the
material is 3 mixture of the solid behavior and the small gascous portion.  These are called partial discharges in
solids (Bartnikas, 1987), In this case, the solid behaves perfectly linearly, but the gas in necdic shaped voics breaks
down when the voltage across the gas is exceeded even though the stress in the solid material has not yet reached
breakdown. Depending on the density of the voids, this can lead to very complicated situstions.

Tests are usually relicd oa to provide some insight into the behavior of materinls, various techniques have
been developed witich take inte consideration the unique propertics of solid, liquid or gascous materials,

The fNluence required for breakdown in an internal situation like we have just described will be the minimum
Nuence requised, since we have assumed there is no leakage. So we do not typically expect internal discharges unless
the fluence is > 5.5x 101! e/em2. For materinls with low breakdown voltage thresholds and with perverse geometries
and diclectric propertics, discharges may be scen at lower Nuences. Nonctheless, we would not eapect intermal
discharges unless the material was a good insulator or an isolated conductor which hud expericnced a flucnce greater
than 5.5x10!! e/em?,




3.3.1. Buried Charge Breakdowns

In the situation where charges have sufficient energy to penetrate below the surface of a diclectric and
become trapped while the dielectric surface is maintained near zero, strong clectric ficlds will cxist in the material.
This can lead to electric fields inside the material large enough to cause breakdowns. The ficld can cven change sign
inside the material. Breakdowns within and on the material can be avoided if the matcrial is conductive enough,
There is some work currently pursuing conductive polymers (Conwell, 1987), but most commonly used dielectrics
on spacecraft are good insulators. An estimate of the conductivity required to eliminate the danger of buricd charge
and surface discharges can be made as follows.

The differcatial cquation relating currents and ficlds for a lincar diclectric in onc dimension is:

sdl:&r—(w + g(x)E() = Jx) (3-17)

where ¢ is the diclectric constant, a(x) is the conductivity at depth x, E(x,t) is the cicctric ficld, and J(x) is the current
density. The solution (o this equation, assuming J(x) and g(x) are independent of ime, is

E(x) =Eq(x) exp [3%»-]- [JE((%} x (l - ¢exp {1 - cxp [-’-&iﬁ!']})

(3-18)

where Eg(x) is the ficld at1=0. At long times this reduces to the form E=J/g -- a simple Ohm's law response. Thus
the flux, J, into and out of the digleciric can be used to estimate the conductivily, g, rquired o climinate internal
discharges.

The current density, J, during substorms is typically in the range 0.1 to 1.9 nA/cm?, giving a valuc of =1 x
10-13 mho/cm for the minimum allowable dark conductivity assuming the brcakdown ficki is 103 Viem,

332 Minimum Discharge

In gaseous discharges the breakdown depends on the product of the pressure of the gas, P, and the separation
of the electrodes, d. At values of Pd approaching a total vacuum the breakdown voltage is fairly high, but as the
prossure increases, the breakdown voltage drops. At some value of Pd the breakdown volwge reachos a minimum,
and begins to rise. Early rocket Mlights with cxposed high voltages experienced breakdowns as the rocket passed
through this minimum breakdown region; that s, for a fixed separation botween the high volluge cloctrodes, as the
pressure drepped, the breakdown vollage fell until there was a breakdown, The breakdown occurred at some high
altitude when the pressure times the separation o1 the eloctrodes was above the Paschen curve. This dependence was
shown in Figure 3-6. The minimum is called the Paschen minimum and the curve is called the Paschen cutve,
Breakdowns would be expected when the voltage across the gap between the metal electrdes exceeds the Paschen
curve.
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Figure 3-6. Paschen Curve for Breakdown in Alr (Sessler, 1980)

3.33  Electrode Gepmsetry

“The details of a Paschen cusrve for any gas depend on the shape of the clectrodes separated by the gos. As
the clectrodes get sharper, the local electric ficld gets higher and the breakdown voltage drops. Similarly the
breakdown in solid diclectrics is influcnced by the shape of noarby conductors and the charge disiribution on and
within the diclectric. For many esperimental studies it is convenient to divido the configuration into the simple
goometric categorics shown in Figure 3-7. The energy and peak voltage in the breakdown pulse even for dhe same
material are strongly influenced by the geometry. In general, Moating metal configurations give the largest and
narrowest puiser; breakdowns in dielectrics surrounded by metal give the smallest and broadest pulses: breakdowns
involving nac foe surfoze give intermediate rosulls,
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Cable and Planar Symmetries
Free Surface

(' to sensitive circuit )

Enclosed Volume

to sensitive circuit )

Conductor Connected to Active Circuit

Floating conductor Dielectric

Figure 3-7. nternal Discharge Conligurations Used on Intermal Discharge Moo
J4. Calculation of laternal Discharpge Ruates

If intemal discharges cannot be climinated entirely, the engincering concernis “how often will the discharge
occur?” A feel for this number can be obtained by referring to Table 3-2 from Coakley. In this table the time
required in seconds for the flux to cqual § x 101! eam? is estimated for different space envitomnents and shiclding.
There are approximately 8.6x 10% soconds in a day and approximately xx107 soconds per year. The shiclding is




assumed to be aluminum with 2.7 g,/cm3 density. One mil is one thousandth of an inch. The fission saturated
numbers ignore the first 12 hours after injection of fission electrons to allow the pumped up belts to equilibrate.
Typical pulse shapes are thought to be in the range shown in Figure 3-8.

30V A Typical 1D pulse
\
,
¥
& W,
- VAVAVN
] A
WVAVAVAVAV Y . .
> 1y circuit
K4 PP
by sensitivity
(=%

DN £

1 T 100
Pulse width {nanoseconds)
Figure 3-8, Internal Discharge Characteristics. Typical 1D pulser are generated on reasonably

small surface areas or in small volumes of insulators and so range from 10 o
several hundred millivells with pulse widths w nanoseconds.,

Table 3.2, Time (Seconds) o Reach Minimum Intemal Discharge Fluence (Coakiey, 19862)

Environment Surfiace 20 mi 100 mil 250 mil
Natural

Low carth arbit wa 2x107 Sx 108

172 synchronous wa 1xlgb 2x 108 111010

1.0 synchronous Wa 1 x 108 7% 108 IR
Storm

Low carth orbit Wa 23108 §x 108

112 synchronous 102 72104 8 s 108 15108

1.0 synchrcaous 34102 1% 108 Ix lof 15108
Fission Sawsrated

Low canth orbit m 1x 12 1.5x 0

172 synchronous ! x 10! 2100 dx g0t 15106

1.0 syrchronous 1x0! 72100 17308 1.5 108
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3.4.1. Discharge Rate Depends on Incident Flux

Internal discharges occur on and in materials with very high resistivity. For thosc materials, the voltage
drop across the material to maintain currents on the crder of those flowing in space is reasonably large. The larger
the current the greater the potential difference for ideal Ohm's law materials. From this alone one would expect 2
flux dependence on the rate of discharge in insulating materials. Figure 3-9 shows how the assumption of an idest
Ohm’s law material is helpful in determining which materials arc internal discharge concems.

Z N
( s 4/ \

| 181/ 1E-17 X
?10 /’ |
WYL
§ 101; 9 ’E‘:S | ’\\\\\\
pproximate Space urrn §\

s 1E-13 }\
10 1E-12
‘ //12'11 ‘

103 !04 105

Electric Field
Necessary to
Produce
Discharges

Electric Field (V/cm)

Figure 3-9. Ohm's Law Materials Versus Space Curreats
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3.4.2. Experimental Discharge Rates

Figure 3-10 shows some data from Coakley (1986a) on circuit board materials which indicates a flux
dependence. After the iritial sharp rise, the discharge rate appears to be almost lincar with the flux.

1000
(for a printed circuit board
and a fission spectrum, see
- Coakley, 1986a)
100
N

g _

y .

=

v

[ o

:

o 10 (Notice that the discharge rate
i not linear with accumulated
charge)

A

! ! | |
0 20 40 60 80 100

Internal Discharge Rale/hr

Figure 3-10. Flux Versus Discharge Rawe
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Some generic materials and configurations have been investigated for internal discharge characteristics.
Table 3-3 is taken from the work done in preparing the internal discharge monitor for the CRRES spacecraft
(Robinson, 1985).

Table 3-3 Measured Intemal Discharge Pulses

Thickness Min Max
Material Shape Voltage Voltage
Fiberglass 125 mils 0.10 5.0
FR4 configuration 2
Fiberglass 125 mils 0.02 100
FR4 configuratioi 6
Fiberglass ' 125 mils 0.05 : 1.00
FRé4 o configuration 4
Fiberglass _ 47 mils V.01 0.20
FR4 configuration 2
FEP 90 mils 1.00 100.
Teflon configuration 6
FEP 90 mils 0.02 0.20
Teilon : configuration 4
FEP 90 mils - 0.0t 0.20
Teflon configuration 2
MFE 90 mils 0.02 1.00
configuration 4
PTFE 90 mils 0.03 0.20
configuradon 2
Alumina 40 mils 0.02 40.0
configuration 6

38, Coupling to Semsitive Circuits

Once s discharge occurs, the coupling of energy procceds exactly as describod in the discussion of surface
chaiging and discharging. The differences botween ah intemal discharge and a surface discharge are: the lower
ambunt of energy usually involved, the slightly faster initial pulse, and the possibility of much closer proximity of
the discharge site to a sensitive circuit.
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3.6. ID Causing Emvironments

Internal discharges are caused when charged pardcles build up on a surface or in the bulk of a matcrial inside
the spacecraft to the point where a discharge occurs. Intemal discharging is of concern when the fluence received is
greater than approximately 101! electrons per centimeter squared. For electrons to penctrate the skin of the spacecraft
and so cause intemal discharge their energy must be in the range of 300 keV to S McV. Below about 300 keV
electrons cannot penetrate the skin of a typical spacecraft. Above 5 MeV, electrons typically pass through a box of
electronics, and for electronics near earth, the natural population of electrons above 5 McV is very small. No
laboratory experiments to date have produced internal discharges with current density fess than 0.3 pA/em2. The
pcpulation of electrons in most spectra is well below 0.3 pA/cm2 above § McV. Some missions (for example those
10 Jupiter) may heve "0 coniend with harsher environments but those tend to be specialized cases. Each mission
shhuld <-aluate its mission flux independently. It is the peak flux which helps determine the likelihood of internal
discharges. Figure 3-11 shows a typical environment of concem (the predicted CRRES cavironment an cliptical
oibit from shutie altitude to geosynchronous).

Predicted and measured laboratory simulation spectrum
- for IDM (after Coakley).

2E-11
Laboratory
measured
2E-12
amas Predicted for
cm 112 orbit
2E‘13 o 2
2E-14 — l

} N
1E-2 1E-1 1 10
Energy (MeV)

Figure 3-11 1D Space Bloctron Environments; Predictod and Mcasurcd Laboratory
Sirnulation Spectrum for IDM (Coakley et al., 1985)

The environment near the carth is shown in Figure 3-12. A fission saturated environiacnt is a good
estimate of the upper bound of the penetsating clectron flucnce for intemal charging calculations.
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L=6

Electron Flux (E>E.))

CRRES Quiet AE17

Electron Energy (MeV)
Space tlecton Environments (Gfter Coakley)

Figure 3-12. Space Electron Envioamenss (Coakloy, 1986a)

The tme it takes for a xatstite to have its intemal diclectrics charged by a fluence of 5.5 x 10} Yefom? cie
‘be cstimated for different ovbiss sround the carth as & function of the shickding between ihe dietactric and tie suria
of the spacecrait. In Tabls 34, thess calculstions are sumimarizad for two orbits of interesi, synchronous and hall
syrchronogs. Three shisiding cases are also considered under cach orbit conditie, 20-, 100-, and 250-mil alumin
shialding. 1f the typical ime required to abstrd 5.5x101! c/em? is tess Wan the time required o biced off
accumulaied chargy, iniemal dischasge is & concem,, 1 the bloed-ofT time is shiwt compared to the s to
accumulate 5.5x 1011 efem? then these is no concertt for intemal dischasges. .

Good insulating saterials typicaly used in spacecraft have visgin dark. conductivilics an the order of 10~
por ohm-centimeter, Eloctric ficlds may increase the conductivity by an order of mugniwde o more. Radiation
~ induced conductivity can ingrease the canductivity even fiighes, typically another order of magnitude. Surface

conductivitics are an order of magnitede higher thas bulk conduciivities. Coramics in spaccceils configuvations wi




store charge for an hour or so, polyimides and Teflon for several hours, and fiberglass composites (like FR4) for
several days. Kesistivities of some spacecraft materials are given in Table 3-1.

Table 3-4. Charging Time for ID Near Earth

Fission
(20 mil shielding ) Typical Storm saturated
"Low Earth orbit 2.0E+7 2.0E+5 1.0E+2
One-halt
synchronous 1.0E+6 7.0E+4 2.0E+3
Geosynchronous 1.0E+6 1.0E+5 7.0E+3
- Fission
. (160 mil shielding]  Typical Storm saturated
- Low Earth orbit |  5.0E+8 5.0E+6 1.5E43
One-half
synchronous 2.0E+8 8.0E+5 4.0E+4
Geosynchronous 7.0E+8 3.0E+6 1.7E+5
_ ' Fission
(250 mil shieldinﬁj Typical V‘Storm saturated
One-halif
synchronous 1.0E+10 1.0E+8 1.0E+6
Geosynchronous 1.0E+10 1.0E+8 1.5E+6
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3.7. Summary

Internal discharges occur when charged particles, primarily electrons, penctrate into floating metal or chunks
of dielectric within the spacecraft. Thus we are limited primarily to the radiation belts where there are significant
quantities of high energy penetrating particles. We are primarily intcrested in clectrons because of their long mean
free paths at typical radiation belt energies in typical spacecraft structures.

Following geomagnetic storms the radiation belts can be emptied and refilled with high energy clectrons.
During active times like that the fluxes can reach high enough levels to cause internal discharges. The GOES 4
failure was correlated with a buildup of the high energy electron population. At Jupitcr, the quict time radiation belt
is of sufficient intensity to cause ID's (see the POR in Chapter 5). Intemal discharges arc especially worrisome as
they occur very near sensitive circuits and do not benefit from Faraday cage design. Care in removing floating metal,
careful clectronic design, and adequate shiclding can eliminate or reduce intemal discharges.




Chapter

4

SINGLE EVENT UPSETS

4.1, Single Event Upsets (SEUs) Due to Heavy lons

Single event upsots are produced in an integrated circuit when a singlo panticla produces a change in the
digiwl logic. Usually thess changes occur in memorles, however an SEU can occur in any type of digiwl logic
which requires information retention as pant of its funcdon. Memories cspecially those with a large number of bits
visibly demonstrate SBUs. (A memory location is typically made up of move than ons active dovice and connecting
compononts.) This phenomenon Secame & concem in >0 late 1970's, although it had been prediciod carlice, SEUs
bocame a concenn because advancing technology (both CMOS and bipolar) was evolving towards lower power and
higher spaed and consequently a smaller amount of charge involved in storing the information in the circuit. Lower
power is desired Tor mors efficient energy use. Higher spoed is noeded for more sophisticated programs and
operationdl performance. Speed is 8 measure of the access Gme, the rissiime, the delay tinw or soime other parameter
that measures how [rst the device can perform its funcdon. As ichnology has advanced, a bit in tho device is
represcnied by smallor and smaller amounts of charge. This i3 iltustrated in Figusre 4.1, which the Galileo Projoct
used W cxplain to NASA managument why this uffect was not of concem for Voyager, but was for the Galileo
spacecraft, The y-axis regwesents a quality factor for the device. It is the encrgy in plcojoulos involved in cach
operation of the device, The cnergy associated with cach operation is U power roquired to operate the dovice divided
by the time reguired to complete that openttion, For commercial reasons, chip manufactures want chips which are
faster, use a minimum of power, and hold as much information &s possible. As one decreases along the y-axis, one
{s cither increasing the specd of the device or decreasing the power (of both).  The horizontal axis (x-axis) is the
Queshold foe single cvent upsets for a device. The sinaller this value the burger the sonsitivity of the device to SEUs
will be, Thus the space rereschied by this graph expresses two measures of “goodness” for the device: its '
commercial vilue, and its hardness to SEUs. The boxes labeled in the space are the aciual performance of classes of
chip techhology b the recent past.  Based on past performance the Galiteo program hopod to estimate where the
cusrent developments in dovice lochnology wese leading with respect to SEU hardness. Sinca commercial forces were
pushing towards as low as possibiz a value for the encrgy per operstion paramater it scemed clear that devices were
going to become rmore and mose sensitive to SEUs unless something was done t alert manufacturers to the danger,
and to find ways o circumvent this aspect of saller and fasicr devices.
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4.1.1. Early History -- (Contributed by E. Petersen, NRL)

Wallmark and Marcus first predicted upsets in 1962. They looked at the evolution of microcircuits and
pointed out that as the devices got smaller they would enter a region in which there would be upsets. This work was
more or less ignored because it was too far ahead of its time. Then in 1975 Binder, Smith, and Holman published a
paper in which they identified upsets in flip-flop circuits in the space environmen.. This work was again ignored.

In 1978 Pickel and Blandford performed an analysis of the upset in dynamic circuits in space. In 1979 May and
Woods showed that upset problems in newly developed 4k memory chips weoe caused by alpha particles, and a tcam
from Aerospace, Hughes and JPU lead by Kolasinski used pasticle accelerators to test Binder ct al.'s single cvent
upset supposition. Since that time there have been many upset tesis and predictions as well as upscts on satellites
using sensitive parts. Upsets have occurred in all kinds of device types including TTL, CMOS, NMOS, and fast
bipolar.

4.1.2. Basic Mechanism

Early experiments with SEU seasitive parts showed that to zero order, the occurrence of an SEU was a step
function process with a threshold determined by the charge stored on the node in the IC representing the state of the
bit. The simple argument gocs that when an ionizing particle passes through the depletion region of the off node in
the flip-flop circuit, the electron hole pairs lefi along the particle's path are separated by the eloctric field in the
depletion region, resulting in a short current pulse at that node. If that pulse is large enough and lasts long enough,
the feedback of the circuit will cause a change in the final stats of the circuit. This is interpreicd by the rest of the
clecuronics as a "bit-flip" because that memory location now reads the opposite of what it did before the particle hit
it Typical flip-flop circuits are discussed later in this chapter. Figure 4-2 illustrates the passage of a heavy ion
tuough the depletion region of the off node.




Structure of iniegrated circuits: Geometry of Single Event Upsets

n particle tracks at non-normal incidence
5 or.mall

[ (nregion ] [~/ nregion J
‘l.“ pwell

Sensitive region can be the
- Reversed biased
junction

f\?

Figure 4.2, Singlo Event Upses Diagram

The basic SEU mechariism involves a single patick passing through the device kaving 8 track of eleciron
bole pairs. When this track crosses 8 depletion region, the eloctric fickd in the depletion region separates the charges
in the track so they do not recombine. This charge pulse can then be interpreicd by the ciicuit as a change in siaic of
the bit in memory represenied by that circuit. The volume the particle emust hit to cause ah upsel (the sensitive
volume) is desenmined by the chip feature size. This delermines the cross soction or the probability of SEU. Figure
4.3 shows this cross section s the LET of the jonizing particle is varied. The lincar cnergy transfes (LET) of the
paiticls is & measure of its ability o lonize the material aloag its path.




simplest approximation

_cross-section a

upsets/fluence

Threshold

LET times path length

Figwe 4-3.  Classical Experiment Crass-Section. The two key parameters for detesmining
the SEU rate are the threshold and the cross-section at farge LET times path
length. The actual cross-section as a function of LET wmes pah length will
give a more realistic, lower value of the SEU rate.

4.1.3. Linear Energy YTransfer (LET)

Tha likelihood of an SEU occurring in a particular situation is dependent both upon the charge depasiied by -
the incident panicte and the state and characteristics of the electronic dovice. Lt us first consider the charge
depasiting abilily of the incident panicle.

The rate of enesgy loss of a pasticle is ordinasily expressed in torms of its stopplig wwr AT dl.isthc
cnargy st W the incident particle in taveling a distance dx. :

LET « %;5‘- Typical units we McVimicron  (4-1)

Many times this quantity is dividod by Uw density of the target mwnal $0 1 the mppmg poseat of towar cnogy -
vansfez (LET) bevomes

ter« L5 L vyl units we MoV-canling. (42

Figure 4-4 ilustraies the typical behavior of various ioas in silicen.
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For SEU investigations the important pasameier is te charge donsity per unit pathlengih. This is related w the LEY
o stopping power by a factor which sxprosses the avesags encrgy reguired in 3 giveh material t preduce oo
clectran-hote pair. For siticon R tkes 3.6 eVislecuvn-hole pair. For Gaas it kes 4.8 eVilestron-hiols pair.
© Supposing that half of the charge is separaiad and contridutes 1o the curvent pulse, than the factor

1.6 519 coutiombs por 3.6 6V converts the encrgy depasitad in silican to ( charge dopasitad i siics.

414, Charge Reguired for SEU

Upsels are usually privdoced when the ionization penduced s the chip osults in a tet charge which the tipdlop
clrouit intorprsss 43 2 cominand 0 change state. o e sverage @ akes 3.6 ¢V o prixdovs sn elocran-holy pair io siticon,
Producing elentron-hole pairs providts 8 cosdavive plasma, Ied dio¢s not produce a8y st Shusge 2 3 vede, unless electri
GRS e present. Whon an eligais field te prosont @ signifBand ponion of the chuge dvailable along the fonized track can be
separated and colkocted: Siticon with a density of 2,329 glom requires 3.6 oVApain GaAs with 2 density of $.416 giem?
equires 4.8 oV/par.

Tysicas seonicontucion devices £1860%) store information waiig a total wharg i i range of 007 picocouhwnb i
1.0 pisoooulombd. In terms of lats $9 70 arty 19805 teckaniogy. feature sizes om0t e order of eng @xicton, and deplaion
depihis - the length over which clectiic fields asigh- e alsd o the onder of asssion, The charges doposited iy o Saicron of
- sil;:ou for various panticics with enorgy dotwes §.1 and 10° MeV/sucka (ypica) cosnic ay encrgies) ant shown in Figues
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Figure 4-5. Charge Deposited in One Micron

Assuming a one micron depletion region, figure 4-5 shows all ions except hydrogen can praduce more than .01
picocoulombs in the collection region and hence are of concemn, Fortunately, hydrcgen is not able to deliver such
charge directly. If hydrogen were able to deposit 0.01 coulomb/micron, the upses rate of those paris on space 1
systems would increass by 104 to 103 since there are many more protons than heavy ions in cosmic rays. Ina lale
section we will discuss the effect of non-normal incidence which has the effect of increasing the distance over which
- an ion can deposit charge, Funnelling {discussed below} and charge diffusion can also increase the distance aver
which a node can collect charge from an ion track.

As mentioned earlier charge separation takes place in the device in regions where there is an electric ficld
present to separate the electron-hole pairs generated atong the particle's track. Eleciric fields in semiconductors aro
discussed in solid state physics texts and circuit design texts (see for example, Messonger and Ash, 1986, Mead and
Conway, 1980, or Ashcroft and Mermin, 1976) In Silicon technology devices are made by deping the silicon
semiconductor with ions which either supply electrons or holes. Figure 4-6 is a cartoon of the junclion arca which
is essentially free of free electrons or free holes. Electric fields generally exist only in these deplotion regions.
Figures 4-7 and 4-8 show the effect of “forward biasing” and “roverse biasing” on the depletion region. The seasitiy
region in many devices is the reversed biased region, whore the depletion thickness is large and thers are large clectn
fields.




P-type Silicon
positive charges (holes) are majority carriers

doped with Acceptors (group IIT)
¢.g. Boron

Negative ions are fixed in the silison

n- type Silicon

negative charges (electrons) are the majority carricrs
doped with donors (Group V)

lattice, holes are free to flow in the

¢.g. phospnorus, Arsenic

Positive ions become fixed in ihe silicon
lattice, electrons are free (o flow in the

Silicon lattice
Conduction band Conductionband  conduction band
——  mm— wemm e Formilevel
o——— — — - .Fefmi levei
Valence Band Valence Band

When a junction is formed by bringing two differently doped silicors together (or doping different
regions differently) the charge density in the region between the p-type and the n-lype region becomes a
depletion region, neither carrier type is majority. The charges rearmange themselves so there is an
electric ficld in that region. Since there is no exiernal clectric ficld, the Fermi level does not change

across the junction, 4 ’
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Figure 4-6. P-N Junction
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FORWARD Bias: Pasitive bias on p type semiconductor, reduces the depletion region by forcing majority carriers tow
the boundary, allows current flow across junction easily.

+

OOOQ d|®© ©0 00
coo00 g |® 0000
ooood |20 0 00

e = T . Y

Depletion distance
over which potential
changes

-+ Free charges 0 @ Fixed charges

Conduction Band

[P S emm awn awe W e e e e

1

Valance Band N

Energy level (potentiaf)
|
b
3
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REVERSE Bias: negative bias on p type semiconductor, increases the depletion region by
forcing majerity carers away from the boundary, tends to restrict current flow across junction.
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4.1.5. LET and Range

The LET of a particle is dependent on the target material, in this case silicon, and the energy of the incident
particle. As the energy of the incident particle increases, the deposited energy increases to a broad peak at about 1
MeV/nucleon - cailed the Bragg peak. Beyond that, the ability of the particle to deposit energy decreases to a very
broad minimum near the point at which particles become relativistic. At very high relativistic energies there is a
gentle rising in the stopping power with energy.

The range, R, of a particle is defined as the distance a particle will travel before stopping in a material.

d . _E
®x ¢+ % =TEx

R 0 &

where R is the range and E is the initial energy of the particle.

Since dE/dx is given as a function of energy one may integrate the stopping power curve to obtain the rang;
of a particle in a material, Northcliffe and Schilling (1970), Ziegler (1980), Litmark and Ziegler (1980) have
produced compilations of stopping powers and ranges for a number of ions and targets. Janni (1982) has listed
stopping powers and ranges foe protons. The stopping power and range for protons in Silicon from Janni are
summarized in table 4-8 at the end of this chapter. Using the energy range relation, the effects of shields or
overlayers can easily be taken into account. Given an initial particle of specified energy, the total range indicates
how far that particle will penctrate the target material. If the target material is thicker than the range, the incident
will not penetrate the target. If the material is thinner, the incident particle will degrade in energy by an amount
such that its range afier exiting the material plus the distance it traveled in the thin target material is the range it had
at its original energy. If the stopping power were constant with energy the new energy would be just the fraction of
the total range left to the incident particle, but the stopping power is a function of energy, and must be taken into
account.

It is important to consider the effects of shiclding and overlayers in SEU calculations. Degrading a
particie's energy will actually increase its LET if the initial particle has an oncrgy above the Bragg peak. Section
4.2.1.2.2 emphasizes the importance of including shiclding in SEU calculations.

g

:

4.1,6. Funaelling

Without an clectric field or differcnces in electron and hole mobility to separate the charge along an ion's
track, there would be no net charge at a circuit node. A process called "funnclling” can add to the total charge
collected st a node in the circuit. Funnelling refers o the extension of the electric field which is usually confined to
the depletion layer into the silicon beyond the depletion region. This is itlustrated in figure 4-9. When this happens
the electron-hole pairs which normally recombine or very slowly diffuse into the depletion region are rapidly
separated by the clectric ficld and add o the total charge cotlected after the ion passes through the chip.

Although the total charge collected when a funnel plays a role may be soveral times that expected from the
path in the depletion region alone, the pulse still rises and (alls in fractions of a nanosccond as it did when no funne
formed. Recent work has shown additional complications. For very heavy lonizing particles leaving a dense track,
recombination becomes important, decreasing the collected charge. For some structures that have very high electric
ficlds, charge multiplicalion takes place, increasing the collected charge. For other dovices the charge collected by
diffusion is important.
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figure 4-9 Charged Track Funnel Formation

4.1.7. Current Pulse

The current injected at a node in the Qlip-ogp circuit is the sum of the prompt charge -- that is the charge
deposited and scparated in the depletion region, the charge “swecep up” in the funncl, and the charge which diffuscs
telatively slowly from the remainder of the ions' path into the depletion region. The prompt and funnclled charges
arc scparated and collected very quickly, on the order of a fraction of a nanosecond.  The delayed diffusion component
takes from one to hundreds of nanoscconds to finally be collected. The total cosmic ray pulse injected at the node of
the circuit is then a sharply rising pulse with a rapid docay in a nanosccond or less, followed by a long, slow, small
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current representing the collection of charge which is diffusing from the ion track to the node. A realistic SEU
current pulse has a sharp rise and fairly fast fall time with most of the charge collected in less than a nanosecond (see
Figure 4-10). So long as the pulse width is considerably less than the circuit response time, the critical charge is
independent of the shape of the pulse. For example, Pickel frequently uses a trapezoidal pulse with a rise time of .0
ns and a full width at half maximum of 0.09 ns (Pickel, 1983).

Current

Delayed

1
| | A

l 10 100
Time (nanoseconds)

Figure 4-10. loa Currcnt Pulse

4.1.8, Advancing Technology

One of the important parameters in determining the speed and power used by a device on a chip is the
fcature size. The smaller the (cature size the faster the processing speed and the smaller the power required to
maintain the memory. Intuitively onc would also guess the smaller the threshold for SEUs, The charge stored on ¢
node should behave like the capacitance of the node =A/d where A is the arca of the device. For constant d, the dep
of the depletion region, the critical charge ought to go as the feature size to the sccond power.

Figure 4-11 shows the critical charge plotted as a function of a feature size for a number of different
technologics. The critical charge essentially follows the simple scaling rulc Q ~ 1/L.2 over a wide range of device
technologics and feature sizes, L.  This underlios the trends in technologios discussed carlicr at the beginning of thi
chapler.
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Figuro 4-11, Sensitivity Versus Feature Size (Petersen, privatz communication, 1987)
4.19. Upset Mechanisms -- Circuit Analysis

A dewiled consideration of the circuitry involved is always needed in evaluating the response of a circuit to
an ionizing particle. Simple cxperimental measurements are clouded by the existence of more than one sensitive
region, memory cells which have a sensitivity that depends on the siate of the cell, complex shapes of the sensitive
volumeo, funnelling, and the inherent shielding of the chip when testing at non-normal angles of incidence.

Memory devices can be broadly categorized as: (1) charge storage devices, (2) vollage storage devices, or
(3) current steering devices, Devices which store charge for their memory, ¢.g., dynamic RAMSs and charge coupled
dovices, determine thelr memory state by the presence or shsence of charge. Vollage storage devices ¢.g., static
RAMs or CMOS RAMs, determine their memory state by the voltage which is present at certain nodes in a flip-flop
circuit, Bipolar devices determine their memory state by steering currents such that certain transistors are in an “on®
state, Common bipolar technologies for memory and processor applications include transistor-transistoe logic,

TL, and integrated injection logic, I2L. All of these devices have some susceptibility to single event upsets
p 1983). Nichols (1987) ranks current technologies as follows:
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least susceptible CMOS/S0S

CMOS

standard bipolar

Low power Schottky bipolar
most susceptible NMOS DRAM;s

He also notes that PMOS is susceptible to SEUs. It is important to remember that single event upsets can occur i
any type of digital logic which involves state retcntion.

4.19.1. Charge Storage and Dynamic RAM

In a dynamic RAM (figure 4-12), the bit is stored as charge on the gate capacitance of the "storage
transistor,” Qq . The read, Qy, and write, Qs, transistors are used to read, write and refresh the charge on the node
representing the bit. Normally the decay time for charge to leak off the gate capacitance is on the order of 2
milliscconds. If charge left along an ion track neutralizes enough of the charge on the storage capacitor, the refresh
circuit will replace the one with a zero and a bit error will have occurred. In this case the ion does not need to
interact solely with the depletion region and charges diffusing into the gate region may have enough time to
influence the response of the circuit.

o

V V

Figure 4-12. A Dynamic RAM Storage Coll, in Particular, an N-Channel 3-Transistor Cell Composed of a
Storage Transistor, Qy, and Write and Read Transistors. Positive chargs is stored on the :

ate capacitance of the storage transistor, C. Electrons collected from ionization in the
funcuon of the write transistor, Q. are a loss of charge from the storage node. When the
charge loss exceeds some critical charge, a bit emor occurs. The refresh circuitry roads
the stored charge o refresh it, but refreshes it to the wrong stats,
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4.1.9.2. Voltage Storage

The storage mechanism for CMOS memory is the voltage state of the two cross-coupled inverters. This is
illustrated in figure 4-13. The sensitive junctions are the drains of the off transistors. In this case there are two
sensitive junctions, the drain at P1 and the drain at N2. Tonization at these junctions will put a voitage disturbance on
the circuit node and can cause the other inverter to change state initiating the "bit flip" and single event upset,

+V

node 2

Figure 4-13. CMOS Memory Cell Circuit. Py and N7 arc on. Sensitive junctions are the off junctions

In this case there is a race condition which determines the final state. If there has been cnough charge
deposited by the ion track, the final state of the memory cell will be the opposite of what it was originally, Figures
4-14 and 4-15 show SPICE calculations by C. Chu at Caltech of the voltage on the node representing the bit in two
cases, first where there was not enough charge to cause a bit flip (figurs 4-14), and second when there was (figure 4-
15). In both =ases the voltage on the node gocs high, but only in the second casa is the fecdback strong enough to
drive the node tc the opposite state. The passagoe of a heavy ion through the device is modeled in SPICE putting a
pulse on the node . The pulse height and pulss width are varied to produce different total charges on the node. When
the charge is rapidly placed on the node the circuit changes state. A pulse with a longer pulse but the same totai
charge width might not cause a changs of state,
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4.19.3. Current Steering and I12L

The I2L gate consists of a vertical npn transistor and a lateral pnp transistor which arc merged such that the
collector of the lateral transistor and the base of the vertical transistor are a common region. The mechanism for an
error in these devices, bipolar I2L, is ionization within an "off" p-n junction which results in a currcnt pulse being
applied to a circuit node. If the voltage on that node becomes sufficient to cause a change in the state transistor, then
an "off” transistor can go “on" resulting in a signal being applied to a feedback path and a flip-flop changing state.
Figure 4-16 shows the cosmic ray current source and lumped node capacitance and resistance.

_/\/\/v\ in (low)

R —-‘-— c out (high)
p off
WA N
N
Single
particle
induced
current

Vv

Figure 4-16. 12 Gute Circuit (Pickel, 1983)

4.2 Calculation of SEU Rate

Once the circuit sensitivity is known the upset rate is calculated by evaluating an integral that combines the
target siza or cross section, the path length distribution through the charge collecting region, the distribution of ions
as a function of LET and spatial parametaors, and the criical charge of the device, A general formulation of de
problem might be represented as,

1w 92 2p P El
seurale = 3, do f do ] dE f,(E.8,0)0(E,0.9)
e} 0 0 E]

(4-4)

Here the summation of over all ion species, and the integration is over ait anglos and all encrgics { EvF2), The .
number of ions of atomic number 2, encigy E, and moving in the dircction indicated by the angles per unit cergy.is.
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f,(E.0,0)
The probability that a particle in the given direction and with the encrgy E will cause an upsct.is
o(E.8,9)

Experiments and experience in space have shown that the ability of the particle to deposit charge, rather than its
cnergy is the most important parameter in determining the SEU rate. Assuming that the cross section depends only
. on the LET of the particle; and nothing clse, we wrile the cross section as a function of LET rather than energy, and
remgve if from the energy integral, and the summation over ion specics. This means that the integral representation
of the SEU rate can be sunphﬁed.

2= pE;
seu rate = d¢ f d0 o(let,0,9) E dE f,(E.8.6)

=1 JE
(4-5)

Now the limits on the energy integral are the range of enargies for each ion over which the LET is equal to or greater,
than the LET of concem (let). With this simplificasion the SEU rate integration can be broken up into independent
pants. representing the envireament and the device characteristics. This simplifias the calculations considerably.
Some work (Criswell, et al., 1987), however, indicates that this full separation is not accurate, and that there isa
dependencs of cross section on ion species. In the following discussion we will assume that the cross section does
not depend on the ion specics, and that the notion of a sensitive volume described below embodies the physics of

EU formation. Improvements to this modal may be toww on us as both the technology of integrated clrcuits and
our {esl methods and understanding svolves.
. © ‘The second pen of the intezral

: =9 pB;

dE fg(_xz.,e.m

a1 JE

rocasus o the envirgment. The energy rage for cach ion spocies is that pastion of the Beagg peak such that the
LET is greatér than the given LET. This is shown in Figure 4-17. By and Bj are thy onergics bolween which te
LET is greater than the qumkr consuleration.
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Figure 4-17. LET Distribution

This sepasation allows a donvation of the final rawe as 3 simpls product of the Heisrich flux and the cross seetion .

= 3

sou ful =f & {0 0 oL04) L)

0 6)

whete wo have lot L roprosent tno LET. In general the Helarich ux, &, is cakoulatcd by sunining over all eacrgles
and ioh spocies.

129 ﬁ;
WLy =flux(esly) = 3, | dE {(E8.9)
gwl Ei (3.7)

The encrgy limits of the intogral we tiken so that the LET is above the threshold.

The simplification which fows from ungorsanding the behaviad of the trass S00Uoh Is even move
sigaificant, ﬁxmnmmm have suggesied that the cross sectun is in smne cases 4 st function of 1 5T, thatis tha
below a centain LET value no upsets occur and that above that LET SEs do cocur. Funther, as 2o angle of the
incoming Mux is varied there is a very simple relation botween the Cross serion, LEY threshold and angle. Ris
found for some pants at feast that 1f the incident LET s divided by the cosine of the anglc of the buaity with rexeect
1o the surface and the cross section is foreshonensd by a factor of the cosine of the mgk Mmm&wﬁmme asid
)mmmms&mmmm&\ceﬁauwu“r

el Ly
cos 6 {3-8)

This ailows turther simplifications in calculating an ufset rale. Since e angular &kaam IS ROW uz-.ludml it
effective LET and a simple cosine facioe,

Thus the rale relaticis can de Jusmnarced as:,
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1ate — ,{ OL) oL, ) Q2

L= ln
cos 0
0= 0,C0s §
and
oy=mL+b
dQ2 = -d¢ dcos © 4-9)

In particular, a series of cross section and LET ::irs from experimental measurements can be used to
describe the cross section. Using the above cquations and expressing dcos € in therms of dL

dcos 0 = I—J-‘}—‘dL
12
4-10)

The rate equation takes the fol: .ving form

Lo :
rate - f L) oL, ) dQ = m®(L) + b d)(i,)
. - 2L @y

where the inisgral 1s carried out for each interval and evaluated at the end points of the interval in the usual manner,

This does not a~count tor particles which hit the edge cf the sensitive region. For thin sensitive regions
one somctimes assumes that the cross section is proportional to the thickness times a typical dimension of the
measurcd cross section,YG and that the solid angle for hitting the cdge is roughly proportional to WG, This results
is an edge hitting coatribution that goes like t*1 * the Heinrick flax. To account for rcgions where the thickness is
longer than a typical dimension on the surface of the sensitive region, the Heinrich fiux is scaled by wking the
Heinrich flux at the threshold LET times WG,

Altcrnatively one can "understand” the cbservation. = imagining a volume which collects charge. 1If this
was a thin rectangular volume (such as one would suspect if the depletion region of a transistor on he chip would
be) then one would observe the same "cosine law" type behavior, Physically in the most simpic cses this seems o
be what is going on. In that case the upset rate could be understood in terms of the distribution of pathlengthe
through a parallelopiped. Thus the SEU rate is of the form;

rate - 0§ L) D((L)) dQ
@12)

Here D is the distribution of pathlengths, d, throu,,. the sensitive volume. The “cross sechion” is now just a
number in front of the integral. In practice we make the same change of variable and integrate over L rather than
angle. For cxample Adams uscs the following in his popular SEU code CREME,
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Lo
rate=22510 Q‘“‘Lz sq Ij_d(L)]ﬂux(let)Iﬂ)%
22.3 Quy
G
(4-13)

where the flux is the Heinrich flux calculated in the code, the critical charge is based on the threshold LET and the
thickness of the sensitive region, 22.5 is a number thai keeps things i the proper units assuming that it takes 3.6

¢V to create an eleciron-hole pair in Silicon, me is the critical charge (experimentally the threshold LET timess the

thickness of the sensitive volume), Lonaxis the largest LET for ti particle environment, dmax is the longest
distance through the sensitive volume,and L is the LET of the particle causing the upset.

N r—
Ay =V20+8° (4 14

4.2.l. Integral for Heinrich Curve

The cumulative LET spectrum is the summation of each intezral for each ion species.

1292 E;

flux(etsLy) = 3, f dE f(E.8.0)
z=l E! (4- ] 5)

where b is the flux as a function of enczgy for cach ion species. This distrit ution is sometimes referred o as a

Heinrich curve after the researcher who used it in investigating the effects of casmic rays on genetics (Heinrich,

1977).

Referring to figure 44 or 4-5 , onc can seo that hydrogen has by far the lowest LET, or deposited charge per
micron-particle among the ions. Experiments have fortunately shown that most parts aro #ot sonsitive to upsets
caused by protons passing through a sensitive pant of the part. This is fortunate because protons are so numerous in
mosi radiation environments. For most pans today, protons when they are effective in causing S8Us, doso vipa
nuclear reaction near a sensitive volume in the part. Proton caused SEUS are discussed separately (see section 4.3) as
they involve a significantly different mechanism than other fons and therefore do not fit into formalism about 1o be
developed. In the most simpls case, whore the cross section and LET threshold do not depend on the angle of
incidence of the incoming particle, the SEU rate is simply the cross section as a function of LET of the incoming
particle intograted over the flux of particles with that LET or greater,  In the casc of a cross section that is a step
function, the SEU rate is just the product of the cross section tmes the number of panticles with LET greater than or
cqual w the threshold LET,

4.2.1.1 ECnvironments of Concera

Setting aside proton nuclear reactions fer spocial reatment in seetion 4.3, the environment which produces
SEUSs is the high cnergy ion component of the radiation chviroament. Although sol an imporiant contributor in
most cases 1o the wial radiation dose heavy ions are present in most radiation ficlds. Solar Qares for example
usunlly contain some heavy (z equal to or greater than two) ions. Even planctary radintion belts contain ions.
Jupiter's radiation belis are thought to be rich in sulphur and oxygen. The canh's radinstion belt included oxygen and
nitrogen ions. Galaciic cosmc rays include a full spectrum of all clements at very high encrgics (the average cosmic
ray ion cncrgy is .5 GeV/amu). SEU calculutions should include heavy ions from all of these sources. The gaiaviic
cosmic ray ions are prosard in most missions, although they may not penctrate deeply inside planclary magnctic
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fields. Solar particle events, although infrequent, produce large amounts of heavy ions at energies usually lower tha
galactic cosmic rays. Missions which spend considerable time in the radiation belts of a planet may also need to
consider the SEU rate produced by ions from the belts, The natural SEU causing environments are summarized in
Table 4-1, where it is noted whether they experience large variations with location or time or both,

Tabie 4-1. Natural SEU Causing Environments

Strong time Strong position Comment
Natural environments dependence dependence (see note)
Galactic cosmic rays no no =1 GeV/amu Z 21
Anomalous component yes no =20 MeV/amu He, N, O, Ne
Planetary radiation belts yes yes protons; =50 MeV

some heavy ions

Solar particle events yes yes protons; =100 McV;
some heavy ions

Note: Galactic cosmic rays, solar flares, and trapped radiation all include ions heavier than hydrogen.
Both proton-caused and hoavy-ion-caused SEUs should be considered. The anomalous component
refors to certain singly ionized ions which are seen occasionally at carth and increass the background
flux for those ions in the 10 to 100 MeV/amu range.

4.2.1.1.1 Cosmic Radiation

Although the total number of cosmic ray paniclos is very small comparcd to the trapped radiation belts or
solar flares, these particles aro at very high energy. Typically cosmic ray encrgics aro measured in GeV/amu, (An
amu is an atomic mass unit; thus these particles have cnergies on the order of a GeV/nucleon.) Whenever a single
high energy panticle can influence the behavior of a spacecrafi, cosmic rays will be important. In our contexl,
cosmic rays — since they include panticles of all known atomic weights and number — arc of primary concem for
single ovent upsets.

The bulk of the description to follow is taken from models constructed for SEU evaluations from Naval
Rescarch Laboratory (NRL) memoranda, “Cosmic Ray Effocts on Microclectronics” Parts I through IV - N2L
Repons 4506, 5099, 5402, and 5901,  The reader in nced of more detailed information on siatic cosmic rudiation is
referved (o these and the roferences therein, (Adams et al., 1981; Adams et oal., 1983; Tsuo ct al., 1984; and Adams,
1986).

4.2.1.1.1.1  Universal Abundance
A:l s hle eloments arc represented in the cosmic ray spectrum. The clemental composition of these
‘encrgetic part, .o & mmilar 1o the universal compesition of matter as determined trom the study of metcorites, the

sun and the stars. Figuie 4-18 shows the relative abundances of the clements in nature (Camcron, 1980). The
major eloments are hydrogen (93.6 percent) and helium (6.3 percent). The remaining 0.14 percent includes all the
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rest of the elements. This is approximately the composition secn on average in galactic cosmic rays, although the
actual composition varies a lot from flare to flare,
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Figurc 4-18. Universal Abundance. The relative abundance of chemical elements in nature
relative to silicon. Bascd on studies of meicorites, our sun, and other stars
(Camcron, 1980).
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4.2.1.1.1.2 Cosmic Ray Abundance

As cosmic rays travel through the galaxy, they occasionally collide with nuclei of interstellar gas. The
resulting nuclear reactions modify the initial composition of cosmic rays. Thus one would expect the observed
cosmic ray abundance, which may be assumed to be identical to the "universal abundances" initially, to differ from
the naturally occurring abundances because of the nuclear reactions with interstellar gas. Figure 4-19 shows the
resulting cosmic ray composition at an energy of 2 GeV per nucleon relative to silicon (arbitrarily assigned a value
of 105) (MeWaldt, private communication, 1987). The differences are thought to be explainable by nuclear
reactions with interstellar gases.
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Figure 4-19 Cosmic Ray Abundance. The relative abundance of chemical clements in galactic

cosmic rays (GCR) relative to silicon for fluxes with 2 GeV per nucleon. For

z < 31 fluxes arc for cach clement; for z between 30 and 60 they are for pairs of
clements; and for z > 60 they are given for groups of clements (McWaldt, private
communication, 1987).
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4.2.1.1.1,3. Hydrogen Spectrum

‘The most abundant element in cosmic rays is hydrogen . Figure 4-20, from Adams. ¢t al., 1981, shows
differential energy spectrum of hydrogen (for the most part protons) for solar max, solar mia, and a "90% worst
case.” At very high energies a simple power law with a spectral index of 2.75 is a good fit. A power law spectry
of this kind could have been produced by particle acceleration in random maving magnetic fields (Fermi accelemtiﬂ
The deviation below about 5 GeV/amu is thought to be due to solar moduiation. The amount of solar modulatiol
depends on the general level of solar activity, thus one sees a variation from solar minimum to solar maximum.
very low (for cosmic rays) energies, there is a considerable difference between either solar min or max conditions
the dashed line representing the "90% worst case.” This worst case curve represents the highest
proton spectrum observed with a 90% confidence level including protons from solar flares. This includes most so

Protons (per meter squared sec ster MeV/n)

Kinetic Energy {MeV/nucleon)

Figure 4-20. Proton Spectrum. The differential spectrum of hydrogen (Adams et al., 1981).

4.2.1.1.14, Hellum Spectra

The differcrtial energy spectrum of helium for solar max, solar min and the Adams 90% worst case is
shown below. The cosmic-ray He abundance is approximately 15 percent of the H abundance in the energy range
200-700 MeV/u, and § percent above 104 MeV/u, Cosmic ray helium is thought to be mostly primordial materi
that is only about 10% is thought to be secondary products from collisions of higher Z particles with interplanc
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gas. In Adams' model, helium is used for comparisons with other clements because it is distinct from all the singly
charged particles (i.e. protons, electrons, muons, and pions all have one charge); it is plentiful; and it has a charge to
mass ratio similar to the heavier elements (and hence has a similar rigidity). The Helium spectra is shown in figure
421

Helium

Protons (per meter squared sec ster MeV/n)

Kinetic Energy (MeV/nucleon)

Figure 4-21. Helium Spectrum. The differential spectrum of helium (Adams ¢t al..- 1981).
4.2.1.1.1,5. Extension to Other Elements

The nuclei of hydrogen, helium, carbon, oxygen, ncon, magnesium, silicon, suifur, calcium and iron arc all
thought to be primarily p1 .nordial. Thus onc might expect them all to have similar encrgy spectra, Adams in
constructing an casily used and yet accurate model which includes all of the important clements needed for single
cvent upset calculations has ratioed all elements to either hetium or iron, A detailed fit to the hydrogen (Figure 4-
20), helium (Figure 4-21) and iron spectra (Figure 4-22) is provided along with a formula for scaling any other
clement to those three basic spectra. From an enginecring point of view this is a good technigue.

Lithium, beryllium and boron are entirely composed of sccondarics and hence have a different energy
dependence than helium.  Nitrogen is mostly composed of secondaries but becausc of some surviving primarics has
an encrgy dependence different from both helium and lithium, Adams takes these variations in the encrgy spectra in
account by modifying the ratio to cither helium or iron as a function of cnergy.
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Figure 4-22. Iron Spectrum. The differcntial spectrum of iron (Adams ct al., 1981),

4.2.1.1.1.6. The Adams Model

In the Adams model the differential encrgy spectra of protons (fy), helium (f7), and iron (f26) nuclei are
given below for encrgies above 10 MeV/amu:

f(E) = A(E)sin[w(t- ] +B(E) (4-16)

where w=0.576 radians per ycar, t9=1950.6 AD, t is the date of concern (in years), E is the particle cncrgy in
MeV/nucleon, and A and B arc energy dependent functions given below.

A(E) = 0.5 [Fmin + Fmax] ; B(E) = 0.5 [Fmin - Fmax] (4-17)

The functions Fmin and Fmax refer to solar minimum and solar maximum conditions of the following equation an
differ only by difforent constants in the basic cquation:

F = (100 (%)a @-18)
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Here the exponent of ten, m, is defined by

2
m = Cy (5 20B10EY _¢,  au19)

The exponent of the energy ratio is the only factor that changes from solar min to solar max. It is

o= oo L1 0omg} g

Adams' best fit parameter values for hydrogen, helium and iron are given in Table 4-2 (Adams, 1986).

Table 4-2. Basic Spectra: Parameters for Adams' Model Hydrogen (f1), Helium (f2), and Iron (f26) Spectra

Parameter Hydrogen Helivm Tron
1)) -2.20 2.35 -2.14
Eg 1,1775E5 8.27E4 1.17SES
b 2,685 2.070 2.64
X for Fmin 0.117 0.241 0.140
X1 for Fmax 0.079 0.180 0.102
X2 0.830 0.83 0.65
Cy 6.52 475 6.63
Cs 40 5.10 7.69
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Using these three spectra shapes, the remainder of the elements are modoled using the ratios in Tables 4-3




Table 4-3. Hydrogen to Nickel: Adams' Model for Galactic Cosmic Rays

Element Ratio: Energy dependence modeled by:
@ :
H(l) - =fy
He (2) . =
Li(3) 0.330 helium specira, £, modified as
Be(d) 0.176 f=0.021xfy, forE<3GeViu
B (5) 0.480 f=0729E043 x £ E> 3GeVu
C(6) 3.04 B2 fo
N 8.7x10-3 {expl[-0.04(log10,E-3.15)2] + 7.6 x 103 exp[-0.9(log10,E-0.8)?] }f2
o®) 2.84 E-2 fy
F9) 6.06 E4 fy
Ne (10) 463E-3 fy
Na(11) 1.02E-3 f
Mg (12) 6.02E-3 f2 S(E)
Al (13) 1.07E-3 f
Si (14) 4,63 E-3 f2 S(E)
P (15) 234E4 f
S (16) 9.30 E4 f2 S(E)
c1Q7) 0.070 QE)x%
Ar(18) 0.130 QE)f%
K (19) 0.090 QE)fx%
Ca (20) 2.1 E-l fx
Sc{21) 0.042 QE)x%
Ti (22) 0.147 QE)fx%
V(23) 0.070 QE)x%
Cr (24) 0.140 QE)2%
Mn (25) 0.100 QE)
Fe (26) - f
Co(27) 34 E3 fx
Ni (28) 5.0 E-2 fx%
S(E) = fg fur E < 2200 MeV/u

S(B) = fp (1 + 1.56x10~3 ( E-2200)) for E > 2200 McV/u
Q(E) = 16 {1 - exp( 0075 E041 E-033 (whis is the so-called iron subgroup)
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Table 4-4. Copper to Uranium: Ratio of Abundances to Iron for Adams' Model

y A Element Ratio to Iron yA Element Ratio to Iron
29 Cu 6.8 E- 61 Pm 1.9 E-7
30 Zn 83 E4 62 Sm 8.7 E-7
31 Ga 6.5 E-§ 63 Eu 1.5 E-7
32 Ge 14 E4 64 Gd 7.0 E-7
33 As 99 E-6 65 Tb 1.7 E7
34 Se 58 E-5 66 Dy 7.0 E-7
" 35 B 83 E6 67 Ho 2.6 E-7
36 Kr 23 E§ 68 Er 43 E-7
37 Rb 1.1 E-5 89 Tm 89 E-8
38 St 36 E-5 70 Yb 44 E-7
39 Y 6.8 E-6 ) Lu 64 E-8
40 Zr 0.7 E-S 72 Hf 40 5.7
41 Nb 26 E-6 73 Ta 36 E-8
42 Mo 7.1 B-6 74 . w 3.8 E-7
43 Tc 1.6 E-6 75 Fe 1.3 E-7
44 Ru 53 E6 76 Os 5.6 E-7
45 Rh 1.5 E§ 77 Ir 3.7 E7
46 4] 45 E-6 78 Pt 72 E7
47 Ag 13 E6 79 Au 1.3 E.7
48 Cd 36 E6 80 Hg 23 E7
49 In 14 B 81 T 1.8 E.7
50 Sn 1.5 E-6 82 Pb 1.7 E-6
<1 Sb 99 E.7 83 Bi 9.0 E-8
52 Te 5.7 EB§ 84 Po 0

53 I 1.5 E6 85 At 0

54 Xo 35 E-6 86 Rn 0

S5 Cs 58 B-7 87 Fr 0

56 Ba 60 E6 88 Ra 0

57 la 53 E7 89 Ac 0

58 Ce 1.6 E-6 90 Th 9.0 E-8
59 Pr 3.0 B 91 Pa 0

60 Nd 1.1 B6 92 U 54 BE.8

4.2.1.1.1.7.  Variation With Distance From the Sun

The flux of galactic cosmic rays varies with location in the solar system, with the largest observed
variations being in the radial direction. The radial gradicnt is always positive; fluxes increase exponcntally with
radial distance from the sun. The magnitude of the radial gradient varics with both ion species and energy. For
relutivistic cosmic ays the radial gradient is expoected to be just under 4 percent per AU while for cosmic ray panticles
below 100 MeV per nucleon the gradient is expected o be under 10 percent per AU, Figure 4-23 shows the flux of
four different ions for various hellocentric distances. The latitudinal gradient is small, under 1 percent per degree, and
is suspected of changing signs cach half sular cycle.

432




The University of Chicagb

IMP-8 1985.5 - 1986.4
P-10,11 shifted for
V(solar wind)= 400 km/s
10“-¢' 1

~6%/AU/‘

~2%/AU

10%-of

10°-§ ~8%/AL!

Intensity (cm™ s sr MeV/n)

10-§4-

( Helium11-20 MeV/n )

('Protons 11-20 MeVin )

(Qxygen 24-43 MeV/n)

((Carbon 21-37 MeVin)

I
Heliocentric Distance {AU)

lMp'Bo
-11

50

P-10

Figure 4-23. Flux Versus Heliocentric Distance: The University of Chicago
(McKibben, privaie communication, 1937)

4.2.1.1.2 Heavy lons ia Planetary Radiation Belis

Qalactic cosmic rays come to our solar system from great distances and must pencirate the outward-flowing
solar wind t reach the carth, The solar wind modutates the cosinic rays by deflecting particies. Lower energy
particles can be completely excluded by the solar magnetic ficld (soe discussion of rigidity in the glossary). Asa
resull, the cosmic rays reaching carth vary with the 11 year cycle of solar activity. At the masimum of solar

activity, cosmic ray intensily is at @ minimum and vice versa. The commic ray intensity, at modetate encrgios, van

by a factor of 4 to 8 dependding on the energy and ion being considered (see the mvodel of Adams et al., 1981).
The anomalous component is a curious bump or flattening in the differentis! sucrgy spectra of corin jons

like helium, oxygen, nitrogen and ncon. This feature is strongly 2ffcctod by solar moddulation varying in intenisity

by a factor of 100 to 1000 over the 11 year solar cycle in a similar way W cosmic rays. The anomalous component
is more intense at grealer distances from 1he sun, s0 it is not thought w be from solar Nares. The clemental and
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isotopic composition of the ions suggests tha: these paricles did not come from great distances. Fisk ct al., 1974,
has suggested that the anomalous component may be interstelfar gas accelerated by the solar wind. Such tons would
nrobebly be singly icnized regardless of their encrgy. This would give them the ability to penetrate the carth's
magnetic field at much lower energies than fully-ionized particles .

The species, abundances, encrgies and time variations of particles that are trapped in radiation belts vary
greatly depending upon the planet. Planetary magnetic fields influence the panticle spectrum that is observed ncar the
plancts in two ways -- first, the magnetic field of the planet shields the planct from the cosmic ray spectrum and
second, it allows particles to be trapped near the planet in radiaticn belts.

The earth's radiation belts are populated primarily by protons and cleztrons; however, heavy ions have been
obscrved around the earth and other planets. The poss‘bxlny of trapped heav i ions rmm a scrious issue for single
event upset calculations (Adams and Partridge, 1982).

421128, Helium

Helium nuclei (mostly alpha partcles) have heen detocted throughout the magnotosphere. The principal
source of thess nuclei appears to be the solar wind (Blake, 1973, and Hovestadt et al,, 1978). The solar wind
particles are transported down into the magnetosphere and accelerated by radial diffusion. This process was described
theoretically by Comwalt (1972) and har receatly been showa to 2esiribe well the hehum ion popalation in the
magnctosphere (Spjeldvik and Fritz, 1978, and Fritz and Spjeldvik. 1979). The bulk of the helinm nucled are,
howaver, al encsgics 100 low to pencirate the walls of a spacecrall. Assuming that the anomalons component
(discussed belaw) is singly ionized, Blaky and Friesen (1977) have suggested that anomaloss nuctel entering the
atmosphere might be stripped in the lower geocorona, thas becoming stably wapped for periods np {0 a year or movs.
This could add heavy foas, unsxpecteily, to e trapped radiation.

420122 C N, and O

-G, N, and O have been obseeved in severd exporimens, Uis by wo meons clear that ithe pasticlas in all
these obsarvations were rappad in the m:gnmw but in each instance the :mwes wore forbidden duw Hroess
by the geamagnatic cutoff, so they did not cavee i directly from outside, -

. There is very little daw an the aciual flux of trapped Belium wd heavy fons aime 10 MeVAL, Adoms ysed
the available dats and theonetical estimates % detenmine the heavy jon Aux above 10 MeV/iu and foumd st these is

appareatly & smal? flux of belium nuclel and a smaller flux of heavier wuckei in the magnomsphore N atl dees, Ho - - '

also found repons of long-lasting enhantemonts of the low snetgy heavy ion flux afler iﬁr@ iw;‘lms. potmﬁly
due o Uw mmms compnent.

420433, Asomalvus Particles

Some particles incident on the card do not appear 1 origiiate outside Bio selar systom. One companeit -
coasists of high encrgy (up to =20 MeViamu) panticles which sppear 1o b co-rotating with it fuah seed soca
wind and interplanetary field structures of the sun, Another, the "anomatoiss component,” JEDeOrs ta be singly-
ipnized panicles with an energy in the range of | to 200 MeViumu which is nix stways presca. nelr the canh
{Adams ctal., 1981). lappeared betwoen 1971 wnd 1972 dnd diappearsd again in the selar masinum of 1978,
Jokipii eral., (1977), predict that the anomalous compoaent appears near casth only once every other solar )
minimum, i.e., in <1954, Fisk ctal, 1974, prodict that only stostis with a first Jonization potential higher than
hydrogen will display anomalous spectra, and that the its will be singly ionized. If W snomalows compongint iy
singly ionizad it will pehetiate much more dooply into the canh's magnotic field. Blake and Mriesea (197Y) suggwwd
thai the particies of the anonmalous compowent become strippesd rapidly near their goomagitic cutoff and |

consoquently travel in the local mirror pisns for trappod particles. Once strippied, they have s euch towed Jogivtic -

rigidity and because they are moving in the tocal mirvor plane, bocome more or kss stably trapped. This tesds toa.
spaciaimppodpopuhuonofoxysen.mrosmnwamdarewuhuamuwuwm&muwwwm
componcnt (st Table 4-5).

Anomalous cosmic rays have a radial gradient thal can be as Lurge as 15 percent per AU (is always positive)
and may decrease with radial distance. The latitudinal gradient has a magnitsde of 310 § porco per degrec and is .
balieved to change sign in aliernaie solar cycles when the solar magactic ficld soverses. There aiight also be a saah
1 percent per degroe longitudinal gradicnt.
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Table 4-5. Composition of Heavy Ions

Relative Composition (016 = 1.0j

Element Anomalous Comp. Magnetosphere Galactic CR
C 23 .09 21 +£.019 113 £.03
N 22 .09 21 £.041 27 .02
o 1.0 1.0 1.0
Ne 07 .04 08 +.02 A8 1.01
Mg .002 £ .002 006 * .004 20 *.01
Si < .02 004 £ .002 4 +.006
N ---- <.004 035 +.003
Ar <.003 013 1.002

Fe Group 05 +.02 084 +.001

4.2.1.1,24. Planetary Radiation Belt Temporal Variations

Planetary radiation belts are relatively stablc, but are influenced by solar and other activity. Solar flares and
other activity preduce magnetic storms, aurora and other effects at the carth. This changes the boundary conditions
for ditfusion into and out of the radiation beits, alters the geomagnetic cutoff of cosmic rays and influcnces the
energy distribution in the .comagnetic tail. Some have suggested that the stable equilibrium population of the
radiation belts is no radiation belts at all. This implies that the belts we see require a source to continually resupply
particles that are lost in the aurora and elsewhere. Studies of the Starfish nuclear explosion underlic the dynamic
nature of the radiation environment about tiic carth. The ouier belts are more rapidly infiuenced by changes in the
solar input than the inner magnetosphere as was seen in the examples discussed in this chapter. Most empirical
models for the radiation belt consequently are long time averages which are useful only for engincering applications
when applied over a period of time comparable to the averaging period of the model.

4.2.1.1.3 Solar Particle Events

A large fraction of the total flux seen over a year as calculated by a model which avceages dota accumulated
over the last solar cycle or two will be duc to a few solar particle flares. The flux reccived at a given location will
depend on how well connected that location is with the solar event and the siz¢ of the event. Wis casy to have
variations of 100 in fluence at different points for the same flare. The "connection” between the flare und the point
depends on the conditions between the sun and the spacecraft at the time, For a quiet solar wind of v = 430 knys a
solar flare at* 54° west of the center of the sun as viewed from the earth will connectio the carth. Of course the
time buildup and decay of the flares' in‘ensiiy will be a strong function ¢~ the details of the magnetic ficld and
currents between the flare and the satcllite at tho time.

At the present time it is not possible to predict the occurreiice of large solar flares other than to state they
will occur. Yet they will continue to dominate the production of snomalics on spacecraft, Statistical wodels are
being developed to estimate the largest of these flares (Feynman); however, the intensity and number of very large
solar flares seem to vary over many solar cyclos and therefore statistical models require a very long time data base for
accurate results, Most data on large solar flares is from the very recont past.




4.2.1.1.3.1. Solar Flare Particles

Adams et al., 1981, describe solar flares as follows:

"Solar flares are sudden outbursts on the visible surface (photosphere) of the sun which release huge
amounts of energy. Most of this energy is radiation in UV and X-rays. A part of this energy, mostly from hard X-
rays, goes into very rapid heating of the solar corona above the flare. This produces large currents and mioving
magnetic fields in the corona that accelerate ambient coronal material to very high energies quickly. (For a review of
solar flare particie acceleration, see Ramaty et al., 1980.)

"Many of these coronal particles escape the sun and spray out into the interplanctary redium. Asthe
particles move into the interplanetary medium they tend to be guided along the existing spiral magnetic ficld pattern
in the ecliptic plane. As a result, both the intensity and the spectrum observed at earth depend on the relative
positions of the earth and the flarc on the sun, For example, a solar wind velocity of 430 km/sec produces a spiral
ficld that connects the earth directly to points on a solar longitude line ~ 54° west of the center of the sun as viewed
from earth. For flares at other positions the flux measured at earth will build up more slowly and may contain fewer
high cnergy particles. The actual degree of “well connectedness™ between the earth and the flare site depends on
interplanectary conditions at the time of the flare. These conditions are highly variable and urpredictable. This may
lead to variations as large as 100 in the observed flux from the same {lare at diffcrent points around the earth's orbit
(sce Simnett, 1976)."

The maximum intensity falls off approximately as r-3 compared to the intensity at 1 AU (see Figure 4-24),
For engineering studics, the dopendence inside 1 AU has been taken as r2. This scems to be both reasonable and
conservative enough for enginecring design.
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Figure 4-24. Propagation of Solar Flare
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Below 400 MeV the total yearly solar flare proton fluence dominates the galactic cosmic ray contribution,
Galactic cosmic rays are, however always present, whereas a single large solar flare lasting only a few days may
account for half or more of the total solar fluence for the year. Figure 4-25 illustrates the typical situation.
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Figurc 4-25. Proton differential flucnce for soler flarcs and cosmic rays at
solar minimum and solar maximum (Adams, 1987, private communication).

4.2.1.i.3.3.  Solar Proton Fluxes

The oveat-integrated procon fluxes above 30 MeV for the major solar particle cvents of the 19th and 20th
safar gycles are presented in Figure 4-26.  This illustrates both the high variability and significance of a single flare.
The peak proton flux used in Adams' model (Adams et al., 1981) for typical, worst-case, und anomalously large
particle cvents as a function of encrgy is shown in Figure 4-27,
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Figure 4-26, Solar Flare Occurrences: protons/cm2 Greater Than 30 MeV. Event
integrated proton fluxes above 30 MeV for major solar events (from JSC,

1987 and King, 1974),
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Figure 4-27. Solar Flares: Pcak Proton Differential Encrgy Flux. Scveral flare spectra (from Adams ct al., 1981).
4.2.1.1.3.4. Solar Energetic Particle Composition

The clemental composition of particles from solar flares is highly variable. Some cascs show enormous
cnhancements in heavy clements, Table 4-6 gives the composition relative to hydrogen of the elements through
nickel. The elements above Ni follow in Table 4-7 for the mean composition. Both mean and worst-cases (90
percent confidence level) are given. Multiply the abundance ratio from the table by the appropriate proton spectrum
to got the flare spectrum of any element in the table.




In the Adams' model, the worst-case compositions of the elements from copper to uranium are obtained by
multiplying the abundance ratios of Table 4-6 by:

2078
1.92 exp (3-8-5-)

Table 4-6. Mean and Worst-Case Solar Particle Event Composition ~ Low Z

Element Mean case Worst case Element Mean case Worst case

H 1 1 P 2.3x 107 1.1x10°6

He 1.0x 10-2 33 x 102 S 8.0 x 10°6 50x 105

. Li 0 0 Cl 1.7x 1077 8.0x10~7

Be 0 0 Ar 3.3x10°6 1.8x10°3

B 0 0 K 1.3x10°7 6.0x 107

. C 1.6x 104 40x104 Ca 32x 108 20x 107
N 38x10-3 1.1x104 Sc 0 0

0 32x 104 1.0x 103 Ti 1.0 x 10~7 50x 107
F 0 0 \' 0 0

Ne 51x10-5 19 x 104 Cr 5.7x 10-7 40x10-6

Na 32x 10°5 13x10-5 Mn 42x 10" 2.3x 1076

Mg 64x10-5 25x104 Fe 4.1x 1073 40x10

Al 3.5x 10-6 14 x 10-5 Co 1.0x 107 55x 107

Si 5.8 x 105 19 x 104 Ni 2.2 10-6 2.0 x 105
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Table 4-7. Mean Solar Particle Event Compositions -- High Z

Element Mean case Element Mean case Element Mean case
Cu 20x 10-8 Sn 2.0x10-10 Lu 2.0x 10-12
Zn 6.0x 108 Sb 14x10°11 Hf 8.0x 10-12
Ga 20x 1079 Te 3.0x10°10 Ta 90x10-13
Ge 50x 10°9 I 6.0x 1011 w 1.0x 10-11
As 3.0x 10-10 Xe 2.7x10°10 Re 2.0x 10-12
Se 3.0x 109 Cs 2.0x 1011 Os 3.0x 1011
Br 40x10-10 Ba 2.0x10-10 I 3.0x 10-11
Kr 20x 1079 La 2.0x10-11 Pt 6.0 x 10-11
Rb 3.0x 10-10 Ce s.0x10-11 Au 1.0x 1011
Sr 1.0x 109 Pr 8.0x10-12 Hg 1.0x 10-11
Y 2.0x 10-10 Nd 40x10-11 Tl 9.0 x 10-12
Zr 50x 10-10 Pm 0 Pb 1.0 x 1010
Nb 40x10°11 Sm 1.0x 1011 Bi 6.0x 10-12
Mo 20x 10-10 Eu 40x10-12 Po 0
Tc 0 Gd 2.0x10-11 At 0
Ru 9.0x 1011 Tb 3.0x10-12 Rn 0
Rh 20x 10-11 Dy 2.0x 1011 Fr 0
P 6.0 x 10-11 Ho 40x10-12 Ac 0
Ag 20x 10-11 Er 1.0x 10-11 Th 2.0x10-12
cd 7.0x 10-11 Tm 2.0x 10-12 Pa 0
In 9.0x 1012 Yo 9.0x 10~12 U 1.2x 1012

4.2.1.1.3.5. Ionization State

In recent years, evidence has been accumulating that solar energetic heavy ions may not be fully ionized.
This is certainly the case in the 0.5 S E < 2.5 MeV/u energy range, as has been shown by A, Luhn et al, (1984).

At the higher energies of interest here solar energetic heavy ions may not be fully ionized (as has been generally
assumed up to now). Although heavy ions with encrgy >10 MeV/u would be fully icnized by passing through
sutficient matter, the available data place only an upper limit on their path length in matter (McWaldt and Stone,
1983).

Fischer et al. (1984) report evidence that solar energotic heavy ions in the encrgy range 5 S E < 20 McV/u
are not fully ionized. These authors report upper limits on the charge to mass ratio of heavy ions as low as 0.1 {this
ratio is ~0.5 for fully ionized heavy ions). Brencman and Stonc (1985) have obtained indircect evidence that solar
energetic heavy icns in the energy range 3.5 to SO MeV/u have the same distribution of charge states as that
measured for 0.5 to 2.5 MeV/u ions by Luhn et al. (1984). These authors have shown that the sysiematic abundance
can be understood if the charge state distributions measured by Lubn ct al. arc assumed for these higher encrgy heavy
ions,

Most models assume that the SPE (solar particle event) heavy ions are fully ionized. This assumption may
be incomrect from the evidence discussed above. If this is the case, the SEU rates duc (o SPEs will be systematically
underestimated for spacecraft in low earth orbit, because geomagnctic shiclding will not be as effective as the present
model assumes.

Under the prescnt circumstances, the charge state of SPEs is uncertain, so it's not clear how the models for
SPEs should be altered to account for the SPE charge states. Therefore, Adams recommends continuing to use the
present models. A conservative calculation can always be made by neglecting the protection afforded by the
geomagnelic cutoff (i.c., assuming the gcomagnetic cutoff transmission function is 1.0 for all encrgics).
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4.2.1.2. Environment at the Spacecraft Location

The next step in evaluating the environmental part of the SEU rate is to determine the environment at the
part location within the spacecraft . Planetary magnetic fields influence the number of charged particles reaching a
spacecraft. This "magnetic shielding” is very different from mass shielding which degrades a particle's energy. Ina
magnetic field, the low energy portion of the spectra is removed, but the high energy particles are unattenuated eve
though they are now traveling in different directions. Inside a planet's magnetic field, one must consider both the
magnetic reflection of galactic and solar cosmic rays, and particles trapped by the magnetic field (Adams and
Partridge, 1982). The spacecraft's mass also influences the particle population at the part by degrading the energy o
the particles as they pass through the material (see discussion on LET in section 4.5.1.5)

4.2.1.2.1. Magnetic Shielding

Earth's magnetic field serves as an extremely effective shield of low to medium energy cosmic rays. The
carth's magnetic field must be penetrated by cosmic rays in order for them to reach a spacecraft in earth orbit. The
magnetic field a cosmic ray must cross to reach a given point within the magnetosphere approximately determines
the minimum energy it must possess. This penetrating ability is determined uniquely by the cosmic ray's
momentium divided by its charge -- a quantity called the particle's rigidity {Appendix 2). To penetrate the earth's
magnetic field, a particle must have sufficient magnetic rigidity (momentum per unit charge) to avoid being turned
away. There is a minimum magnetic rigidity a cosmic ray must possess to arrive from a given direction at a given
point in the magnetosphere. Regions in the outer magnetosphere and near the poles can be reached at much lower
magnetic rigidities than are required to reach points near the earth's equator. In general, for each point in the
magnetosphere and for each direction from that point, there exists a magnetic rigidity below which cosmic rays
cannot arrive. This value is the geomagnetic cutoff. For magnetic rigidities above this value, cosmic rays arrive
freely, almost as though no magnetic field were present.

To obtain the differential energy spectra for the various nuclei reaching the skin of a spacecraft from outsid
the magnetosphere, multiply the flux in the interplanetary medium (for example, from Adams, 1986) by the
transmission function. To do this, the magnetic rigidity, P (in GeV/ec) must be computed for each particle encrgy
E (in MeVAh), i.e.:

- QG 2 e

and then used to look up the gecomagnetic cutoff transmission. Here A is the atomic mass and Z is the particle
charge (in electron charges). The geomagnetic transmission at any particle energy depends on the particle's charge
through its A/Z ratio. If an ion is fully stripped, then A/Z ~ 2; however, if the ion is only singly ionized, A/Z = £
Thus the rigidity of singly ionized particles will be much greater than fully ionized particles at the same energy.

4.2.1.2,2. Effect of Mass Shielding

As charged particles pass through material they loso (of gain) energy by interactions with the material,
This effect is dealt with in a number of texts [(Evans 1955, Fermi 1950, van Lint et al., 1980, and others).
Computer codes from Oak Ridge National Laboratory's Radiation Shielding Information Center (RSIC) and various
commercial and government laboratorics have been designed to calculate the flux and fluence of particles given the
shielding configuration. [RISC is a good place to start if you have no in-house shiclding capability. Their addres:
is ORNL, Box X, Oak Ridge, Tenn. 37831-6362, Telephone 615-574-6176 or FTS 624-6176]. Quick one
dimensional estimates can be made from a knowledge of the range energy relations of particles given in the
discussion of LET carlicr.




4.2.2. The Sensitive Volume

The remaining part of the SEU rate integral focuses on the part sensitivity to SEUs, The cross section
information required for this part of the integration, is most easily understood by introducing the concept of a
sensitive volume. Imagine a box which can collect all the charge that is released inside it. When an ion passes
through that box with a constant LET the amount of charge to be collected in the box will depend on how long the
path of the jon was in the box. If the box is a very thin one, the charge deposited by a path which glances from one
end of the box to the other will be much greater than the charge if the ion passes straight through the thin dimension
of the box. All the popular models for calculating SEU rates use the notion of a sensitive volume as the way to
extrapolate from ground tests with low energy monodirectional ions to high energy omnidirectional ions.

This notion of a parallelepiped sensitive voluine is the source of the so-called "cosine” law for relating the
LET threshold to the normal incidence LET when tests are done by rotating the angle of the device with respect to
the beam. This also allows the calculation of omnidirectional flux SEU rates, because now each angle has a unique
cross section -- obtained by foreshortening the front surface cross section, and a thickness which is related to the
normal thickness by 1/(cos ). Shortly we will discuss the "path length distribution” in such a sensitive volume.
The path length distribution is the number of paths through the volume as a function of the length of the path.
Since the LET required by the particie to cause an upset depends on the path length through the volume, the Heinrich
integral must be done for each threshold as appropriate and summed over all possible angles.

4.2.2.1. Determining the Path Length

Single particle effects including SEUs and latchups are highly dependent upon the path lengths of incidznt
particles within sensitive device regions. For example, a sensitive region that is cubical hes path lengths that vary
from zero to the square root of three times the thickness of the sensitive volume, whercas a flat geometry can have
path lengths that vary from zero to many orders of magnitude times the thickness of the sensitive region. Since the
path length in the sensitive volume model determines the range of pariicles that can cause an upset, the shape of the
sensitive volume is a very important consideration in determining the upset rate. Sensitive volumes which admit
leng path lengths will respond to lower Z particles at glancing angles while sensitive volumes which do not allow
long path lengths will not respond to low Z particles. For most devices in the early 80's the thickness of the
sensitive region was small compared to the linear dimensions of the cross section. This meant that the sensitive
volume was a parallelepiped. This shape for the sensitive volume gives the measured LET threshold an apparent
angular dependence. Most experimenters take advantage of this effect, by assuming a rectangular sensitive volume
and using the 1/(cos 6) dependence to determine the threshold. When a normally incident particle does not cause an
upset, the chip is rotated in the beam. If upsets occur at the angle then the threshold is LET)/cos 6, where LET is
the LET of the particle at the sensitive region, and 6 is the angle the chip makes with rospect 1o the beam (sce
Figure 4-28).




Threshold = LET * path length
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Figure 4-28. The Cosine Law

Currently, most single particle effect modeling assumes that all sensitive regions can be modeled as
parallclcpipeds, and take the measured <ross section &s an approximation to the normal area of the sensitive region
parallelepiped. The actual thickness of the sensitive region of the device is then the thickness of the parallelepiped.
This thickness can be determined experimentally by varying the ion species and encrgy of the incident particles and
noting the SEU rate. Many times the depletion depth is taken as the thickness of the sensitive volume, when this i
known, or it can be dctermined from doping profiles. When the actual device sensitive thickness is unknown, the
thickness can be estimated by taking the thickness within the range of a likcly thickness that produces the worst cast
upset rate,

For all single particle ¢fects, the question of effective sensitive region as opposed 1o actual sensitive region
must be considered. For example, a thin geometry might allow low LET-induced upscts but straggling might
counteract this by not allowing the particles to remain within the sensitive region long enough for adequate charge
collection. In addition, the slower charge collection from diffusion from outside the sensitive region might have to
be included depending upon the circuits' behavior, ‘fhe “charge funneiling effect” can cither increase the elicctive six
of the sensitive region or increase the rate and flux of outer charge collection. The actual geometrics are noi
generally parallelepipeds as modeled and the LET will not remain constant. All of thess effects can impact the actua
path length distribution.

If the physical effects just meationed can cither be included in a simple geometrical model or shown to be
of minor importance, then the path length distribution calculation reduccs to a mathematical problem. The
mathematical portion of this problem has been investigated by a number of rescarchers in recent years, Petroff
dorived the differcntial path length distribution for a parallelepiped. Shapiro, Potersen and Adams (1982) showed the
cquivalence of Petroff's equations with the integral path length distribution used by Pickel and Blandford (1980),
calculated some cxamples for SEUs and discussed some of the approximations being used. Bendel (1984) greatly
simplified Petroff's equations and investigated the characteristics of the distribution. Various forms of the Petroff
cquations along with other techniqucs are included in the current SEU models being used. Figure 4-29 shows a
typical chord length distribution. In this case the spikes characteristic of a path through the volume in the directio
of one of the sides of the box show up at 10 and 20 (the box ditnensions).
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Figure 4-29. Path Length Distribution Function (Bender, 1984)
4.2.4, Part Data

The key component in predicting SEU rates is obtaining information about the part. The SEU rute is very
dependont upon the technology and design of the circuit. The best situation is when there is a complete analysis of
the part coupled with experimental SEU verification, e.g. Zoutendyck et al.'s (1985) analysis of the AM2901B part.
Predictions of SEU rates are usually based upon limitsd anatysis: a simulation of the part and/or accolerator testing
to determine threshold LET and cross-section.

Transient circuit analysis detormines tho critical che:ge of the part if the equivalent circuit parameters are
known or can be estimated. The circuits are modeled by compuier simulation using programs such as SYSCAP or
SPICE. The cosmic ray is simulated by application of a current pulse from a generator that is placed in paralicl with
the appropriate junction in the circuit. The current pulse amplitude is ther varied to find the threshold for meniory
state change;. The critical charge is given by the time integral of the minimuin current pulse to cause error,

Some only belisve test results, Chapter 8 deals with SEU tests which deiermine the threshold(s), and cross
section for SEU. If the threshold is low enough, both prolon and heavy ion test results are needed to determing the
SEU rate. A comprehensive SEU test plan will includs if necessary tempenature, frequency, voltage, and particle
effects, and determing latch-up susceptibility,




4.2.5. Available SEU Rate Calculations

The following sections present two of the most popular techniques for caiculating the SEU rate. The first,
Petersen (1983) estimates the SEU rate based on the sensitive volume. The second, Adams (1981), includes a
number of the factors we have discussed in this section. In all of these calculations the effects of shiclding both by
the mass surrounding the device, and by the magnetic field surrounding the spacecralt need to be included.

4.2.5.1. Petersen Approximation

If the critical charge and the dimensions of the sensitive region are known then the SEU rate can be
approximaled by the following formula:

« 2b ¢2 22)
(Q critical)?
where a and b are the dimensions of the sensitive region that are perpendicular to the normal and ¢ is the depth of the
sensitive region. The proportionality constant will be dependent on the technology and the environment.

Since the critical LET is simply the critical charge divided by the depth of the seasitive region, the
approximale rate can be given in terms of the device arca and the critical LET as:

device arca limiting cross-scction "
o e 2 = ~ ) (4-2“)
(LET critical) (LET <ritical)
For geosynchronous galactic cosmic ray fluxes the crror rate becomes,
a [microns?)

LET [gicocoulombs]

L micron

R = §x10-10 (4-24)

where @ is the limiting cross-seciion (ab) , and LET is the tueshold LET = Qx, Q is the critical charge and ¢ is the
thickness of the sensitive region.

4.2.5.2.  Detailed Calculation - Adams, 1981
When upscts are caused by intensely ionizing particles originating outside the spacecraft, these particles
generally pass through the sensitive voluine of the memory cell at a high velocity, so that their rate of jonization or

linear encrgy ansfer (LET) does not change over the dimensions of that sensitive volume. This means that the LET
specua can be used W esimate upset rates, One method for estimating the upset rats is,

-
rae =22.580Q, D d(L)Jfux(lesLydh
225Qy L
G

(4-25)
where,

flux(ie>ly) s e integrat LET spectrum inside the spacecrsit in particlesm? ster s,

L is the LET in McV cm?/g,
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Vg e
the largest pathlength of the scasitive volume is  Gmux = ¥ 20 +1
t is the thickness of the sensitive volume

) D(d(L)) is the differential path length distribution of particles passing through the sensitive volume in
cm</g,

O is the surface area of the sensitive volume in m?,

Q:it is the minimum electrical charge (in picocoulombs) that must e generated by the ionizing particle to
Cause an upsst,

Linax = 1.05 x 105 MeV ¢m?/g, the highest LET any stopping ion can deliver, and
22.5 is the constant required to get the units right assuming 3.6 6V per electron hole pair.

The relationship bet veen LET and path length is p = 22.5 QerivL.

To use the rate equation given above for estimating upset raies, the LET spectrum inside the spacecraft
must be calculated from the pasticle fluxes in the natural space environment. The constant 22.5 is the conversion
frora picocoulombs w MeV assuming 3.6 eV per hole-glectron pair.

Adams, 1986, presents detailed results of SEU calcutations. Figures 4-30 and 4-31 show some of his
resuits. Notice that low critical charge devices can have very significant SEU rates.
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Figure 4-30 SEU Rate for 2001B (Adams, 1986)
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Figure 4-31. SEU Rate for SBP9989 (Adams, 1986)

The calculated SEU rates are for an AMD2901B, The device i assumed to be uniformly shicided by 0.1
inch of aluminum and in a 60° inclination circular orbit. The SEU rate 1s plotted versus orbital altitude, separately,
for upsets that result from nuclear reaction caused by protons and upsets that result from the direct ionization of
heavy ions (taken from Adams, 1986). The sensitive volume is taken to be 80x80x3 micrometers with a critical
charge of 0.25 pico zoulomb

Shown is a second example of calculated SEU rates. Conditions arc identical to the 2901B calculation in
the previous figure. Notice the large difference in the relative iinportance of proton induced SEUs and heavy ion
induced SEUs. The sensitive volumes/critical charges for the SBP9989 are: 100x10x1.8/0.36(30%),
10x10x1.8/0.10(70%), 1x1x1.8/0.02(70%). Each of the last two sensitive volumes is only sensitive 15% of the
time. This reflects the reduced cross scction with which these low values of critical charge are observed,

4.2.5.3. Comparative Part Technologies

Eac. cchnology will need to be investigated to determine its SEU sensitivity, Nichols, 1987, has
presented his uisessment of today's technologies, Messenger und Ash, 1986, (p. 299, Table 7-3), give a very
interesting table of SEU rate calculations (geosynchronous error rates vary from 10-2 1o almost 10-3 errors per day
bit), Guidelines are useful, but cannot substitute for detailed know!edge of the parts used on your mission.

4.3. Single Event Ups:ts Due (o Protons
4.).1.  lutroduction

Protons can cause SEUs cither by direct ionization or by nuclear reactions which produce encrgetic heavy
ions within the sensitive volume which cause the SEU. For that matter any particle which can produce recoiiing
heavy ions can cause SEUs. Protons at glancing angles will produce SEUs if their LET is high enough, and they
are not deflected from the sensitive volume. No devices yet flown have been upsel in this manner, However, a
number of devices tested have proven suscepiible to proion upscts via nuclear reactions.

SEUs caused by proton nuclear reactions involve a two-siep process, first the proton must undengo a nucle
scattering, Second that scattering has to occur close enough (o the sensitive region for the reaction products, alpha
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particles, silicon atoms, etc., to reach and deposit enough charge in the sensitive region to cause the SEU.
Assuming this mechanism is correct, proton caused SEUs will not be significant unless the heavy ion threshold is
below about 8 Mev-cmA2/gm. This is because silicon has a Bragg peak at 17 MeV-cmA2/gm.Since the likelihood of
producing Silicon knock-on ions at the Bragg peak is rare, an LET of 8 Mev-cm*2/gm is a rea<onable rule of thumb.
The probability (cross section) for proton cotlision is a strong function of encrgy -- rising rapidly as the cnergy
increases. The proton flux is usually also a strong function of energy -- falling rapidly as the energy increases. Thus
the proton SEU rate is a delicate function of cnergy.

Proton fluxes are discussed in more detail in the chapters on the environment (two and three). Typically,
the cumulative proton flux for both flares and trapped protons can be fiited with a power law or perhaps several
power laws for the energy region of interest.

=0, ; E >E>E ec (426

The proton flux at the part is bascd on the energy-range relations given in Table 4-8. Computer codes exist
which use proton cross sections to calculate proton fluxes behind one, two, or three dimensional configurations.

4.3.2. Semi-Empirical Proton SEU Cross-Section

The proton-induced upset cross-section is typically zero for proton cnergics below 15 to 20 MeV. Bendel
and Petersen (1983) have suggested a scmicmpirical proton upsct cross scction as a function of an experimentally
determined parameter A (E and A are in MeV),

/4
o= (%—)M (1 -.{0'18(%)1 (E"A)m]d (4-27)

where o is in 10~12 upsets-cm? per proton (Bendel and Petersen, 1983).  Afier measuring the cross-section for
proton upscts as a {unction of cnergy, A is determined by fitting the experimental data to the above cquation. A is
like a threshold, but is not striculy related to the theeshold for nuclear reactions in the classical sense. I a great
number of measurements are available, other fils or oven numerical integration could be used to calculate the proton-
induced upset raie,

4.3.3. Proten Upset Rate

The total proton upset rale is

ke dd |
Rale = fA o{E) x -&-dl. (4-28)

The lower limit, A, is cither the empirical parameter A given in the Bendel-Potersen formulation above or the
threshold for the cnset of proton-induced upsels.




Table 4-8. Stopping Power and Range of Protons (Janni, 1982)

LET Energy Loss Proton Range
MeV/g/cm?2 mg/cm2 Microns

297.95 034 146
328.05 048 174
412.5 0579 248
456.2 068 293
485.7 0779 334
517.3 0964 414
522.1 151 647
491.7 208 894
462.5 259 1.113
390.6 433 1.86
326.4 11 3.05
283.6 1.04 445
211.1 2.27 9.74
171.5 3.85 i6.5
150.6 540 232
110.7 11.3 48.3
84.0 21.7 93.1
68.4 349 149.8
45.3 89.9 386.
34.5 156. 713,
29.1 245. 1052,
20.2 559. 2400,
14.7 1147, 4920.
11.7 1912, 8240.
7.62 5167. 221711,
5.84 9703. 41643,
497 14345, 61561,
3.63 32.3 gm/enid 138.480 mm
286 63.6 275,
247 1013 4349
1.9 239. 1026.
1.81 398. 1707,
1.54 5530. 23736.




Chapter

5

The Lessons of History

§.1. Introduction

Perhaps the best argument for including the consideration of environmentally produced anomalies in the
design of a space system is a good examplc of how the anomaly affocted the operation of a system that did not design
to exclude the environmental effect. In this chapter is a collection of reports on various systems that have been
alfected by environmontally caused anomalies. Table 5-1 summarnizes a aumber of the known anomalics and their
suspected causes. In almost every case, these space systems wero pioneers which helped define the anomaly, and <o
should be looked on with gratitude for their pionesring work mther than as examples of designs which neglected good
engincering practice, Technology is sometimes its own worst enemy in that environmentally produced effects that
were insignificant for ono technology are performance-threatening for an advanced technology.




Table 5-1 Spacecraft and Anomalies

System

Anomaly

Comment

Voyager 1
SCATHA
DSp

DSCS I

GPS

INTELSAT Il and IV
Skynct 2B
ANIK

CTS

Meteosat

GOES 4and 5

Solar Max mission

Power-on Resets

34 Pulses detected

False flag from star sensor
Spin up/Amplified gain
chanye power switching

events

Clock shift
False command

Spin up
Telemetry
Power downs

Short circuit noise bursts
power inverter shutdown

Status changes

Upssts and faiture

931422 part SEU

Internal Discharges (Leung, et al., 1980)
4 attributed to ID; remainder to surface discharges
Possible ID

Correlated with geomagnetic activity

Made S/C non-operational in 1980, correlated with ID
ID suspected as cause

Partially correlated with A index and eclipses

Moderate substorm several hours carlier

Correlated with geomagnetic indices

Environmental cause suspected; Loss of GOES 4
thought to be due to ID

10 upsets/year in triply redundant majority vote RAM

§.2. GPS Operations -- contributed by Michael O'Srine, Air Force

During the past fow ycars there appears to bo a clear qualitative correlation between high solar activity and
repeatable upsets oocutring on board GPS space vehicles. In gencral we have noted that 3 to § days following
sustained high solar activity certain upsets arc possible. Most of these upsets have had scrious conscquences o
space vehicle health, mission sccomplishment, or both,

Tho first type of scrious upset involves the space vehicle solar amay drive clectronics. This sysiem
antonomousty stoors the solar arvays normal to the sun (0 assure adequate power generation to support vehicle
clectrical loads. In April 1983 both solur amay drives on Navstar 1 went into hold mode (i.c. not tracking) without
being commanded o do so. This anomaly, which occumved while the vehicle was out of view, eventually caused the
solar arrays (0 drift far cnough off the sun to cause a negative power balance. This in tum caused protective timers
on board to usm off s non-essential clecirical loads after one hour, leading to loss of vehicle attitude coatrol. The
time required 10 safe the vehicle and retur it to proper three-axis stabilizetion was two moaths, during which time
the mission payload was non-functional,




This same upset occurred again on 8 November 1986, when one solar array drive on Navstar 11 went into
hold mode without command. Fortunately, in this case the orbit conditions were more favorable, so the arrays did
not go very far off the sun and loadshed (that is the turning off of all the expesiments so that the attitude control
electronics can be maintained in the face of a decreasing power source) did not occur. This type of upset remains a
potential threat to future GPS Block I operations. The solar array drive electronics on GPS Block II space vehicles
have been redesigned with latching relays to eliminate this problem.

Another serious upset related to high solar activity has been a series of uncommanded re-tunes of the on-
board atomic frequency standard on Navstar 6, This problem has also occurred to a lesser extent on Navstar 2. The
impact of this problem is to make the on-board navigation payload unusable until the frequency standard is brought
back to its original tuning value by ground command. Switching frequency standards on Navstar 6 have reduced this
problem.

High solar activity is also apparently related to upsets in the navigation signal baseband on all on-orbit
GPS vehicles. When this occurs the navigation ranging codes transmitted by the vehicle to users become
unsynchronized, making the vehicle unusable for navigation until ground intervention restores normal operation,
This upset occurs randomly on all GPS vehicles.

In addition to the above examples, there are also a number of less serious upsets which seem related to solar
activity. These include uncommanded resets of the on-board electromagnets and uncommanded reconfigurations of
the telemetry PCM encoder. Payload operation is not affected by these problems,

In summary, while no GPS space vehicle has been lost or permanently damaged due to solar related upsets,
there have been some close calls. In addition, navigation service to users has been interrupted on occasion due to
these problems. A clearer understanding of these phenomena is required to prevent their occurrence on future

spacecraft,
5§.3. Voyager's Power On Resets

The Voyager 1 spacecraft experienced 42 power-on-resets (PORs) within the Flight Data Subsystem (FDS)
during its passage through the radiation belts of Jupiter. The Voyager FDS is an on-board computer system
containing a volatile memory system. During the design of this system it was recognized that power line
undervoitage transicnts could cause malfunctions of the memory and hence uncontrolled computer operations. To
avoid this situation, a circuit was added which sensed the voltage and sent a command to start the POR sequence if an
undervoltage condition was detected. The power-on-reset sequence consists of stopping the processing, stopping the
internal FDS clock, reinitializing the computations if nccessary, waiting a minimum period of time, and restarting
the processing if the undervoltage condition had ceased. Unfortunately in packaging this circuit for Voyager, the
circuitry which sensed the undervollage condition was separated (rom the cornmand receiver which initiates the power
down and power on sequence, This means that a wire connecting the undervoltage circuits and the command
receivers ran through the system cabling. Subsequent testing on the ground verificd that noise puises in this cable
bundle would produce the POR scquence seen ai Jupiter. The sensitivity of the command recoiver to pulses in the
cable bundle is seen below in Figure 5-1.
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Figure 5-1. Sensitivity of Command Receiver to Noise Spikes
5£3.1. Effect of POR

Each time this happens a discrepancy of at least 175 milliseconds between the FDS clock and the spacecraft
clock occurs, So the original indications of a problem were slight but important differences in camara angles for the
pictures aken at Jupiter. This was eventually traced back to the scenario just outlined.

Attention now {ocused on the manner in which a noise spike could be generated to affect this cable bundle.
Many of the mechanisms known to produce noise pulses were investigated -- surface charging, thruster firings,
spacecraft mode changes by commands, velocity and wake effects, and single event upsets. None of these seemed
particularly plausible; however, as seen in Figurs 5-2, the unusual distribution of PORs conrelates amazingly well
with the high encrgy electron spectrum seen by Voyager 1,
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5.3.2. Environmental Correlation

Such a correlation indicated that the higher energy electrons were depositing enough charge within the
spacecraft in a short enough period of time to cause a discharge. Ground test with Voyager flight spare cable bundics
verified the occurrence of energetic electron caused noise spikes. Two classes of spikes were observed; some very
short pulses which resulted in about one volt across a 50 ohm impedance, and some very short pulses with
amplitudes near 100 volts. The higher voltages were due to short segments of wire that were inadvertently left
floating in the wire bundle. These floating wires could have been spares that were not uscd, or the lead wires left on
small connectors and not removed when the full number of connectors were not used for the bundle. Peak voltages
as high as 100 volts with pulse widths of 500 nanoseconds or less such as those observed in ground tests cannot be
ruled out for Voyager. Internal discharges such as these are thought to be the most likely cause of PORs on Voyager
1. The extremely harsh electron environment near Jupiter, shown below, (figure 5-3) makes internal discharging
particularly likely since cables in thinly shielded areas will see higher electron fluxes than they would near other
planets.
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54. GOES 4 and 5 Anomalies -- Winfred Farthing, GSFC

The Geostationary Operational Environmental Satellite, GOES-4 was launched on 9 September 1980,
GOES-5 on 22 May 1981. The primary instrument, an atmospheric sounder, on both GOES-4 and GOES-5 is the
Visible and Infrared Spin Scan Radiometer (VISSR). This instrument observes the earth using the spin of the
spacecraft to scan in the east-west direction. A mirror is stepped to produce scans in the north-south direction. Ther
are eight channels of data taken in different spectra regions covering the visible and infrared regions of the spectrum.

Subsystemns aboard GOES-4 and -5 have shown numerous instances of anomalous changes in state
corresponding to false commands. Table 5-2 covers a 15 month period for GOES-4 and a 6 month period for GOES
5. There were 27 anomalous commands recorded during that period, 14 on GOES-5 and 13 on GOES-4. The first
anomaly observed on GOES-4 (29 March 1981) was an uncommanded stepping of the VISSR mirror,
Simultaneously the gain in one of the visible channels (number six) had an uncommanded gain step. Cn 1 April
1981, the mirror again began uncommanded stepping. Ground magnetograms examined shortly after these anomalie
showed evidence of substorm activity, suggesting that these anomalies were environmentally induced. Initial
suspicions focused on surface charging as the cause of these anomalies. A scarch of the instrument for a site of
differential charging revealed that part of the VISSR second stage radiation cooler was ungrounded. The inner
member of this assembly was grounded through a wire which went into the VISSR electronics package. It was
proposed that charge built up on the ungrounded radiator until a breakdown occurred across the insulating epoxy
bonding the two parts together. The resulting current surge was then conducted through the ground wire into the
VISSR electronics. Tests performed on the GOES-S5 spacecraft which at that time was awaiting launch at the easte
test range (ETR) confirmed that the radiator was indeed ungrounded. GOES-$§ was modified to ground the radiator.
GOES-$§ did not experience this particular command anomaly, but has experienced a number of "phantom
commanis.”




Table 5-2. GOES 4 and 5 Anomalics

DATE

PACECRAFT

UNIVERSAL
TIME

ECLIPSE
TIME

COMMAND
NUMBER(S)

COMMAND
NUMBER(S)

3/29/87

GOES-4

11:42:00

08:32 TO 09:34

301/338 AND 302

STEP SCAN ON (PRIMARY
OR REDUNDANT CTOMMAND)

VISIBLE CHANNEL 6 GAiN
STEP

4/1/81

GOES-4

09:55:31

08:33 TO 09:34

331/334

STEP SCAN ON

4/1/81

GOES-4

10:10:22

08:33 TO 09:34

301/334 AND 30%

STEP SCAN ON (PRIMARY
OR REDUNDANT CMD)
VIS'BLE CH.6 GAIN STEP

4/13/81

GOES-4

09:03:17

‘NO

ECLIPSE

331/334

STEP SCAN ON (PRIMARY
OR REDUNDANT CMD)

4/14/81

GOES-4

11:36:35

ECLIPSE

331/334

STEP SCAN ON (PRIMARY
OR REDUNDANT CMD)

4/17/81

GOES-4

08:38:22

ECLIPSE

331/334

STEP SCAN ON {PRIMARY
OR REDUNDANT CMD)

4/19/81

GOES-4

12:35:22

ECLIPSE

331/334

STEP SCAN ON (PRIMARY
OR REDUNDANT CMD)

4/20/81

GOES-4

14:35:22

ECLIPSE

331/334

STEP SCAN ON (PRIMARY
OR REDUNDANT CMD)

4/21/81

GOES-4

14:45:44

ECLIPSE

030

VDM HALF RESOLUTION

4/24/%¢

GOES-4

09:40:33

ECLIPSE

331/334

STEP SCAN ON (PRIMARY
OR REDUNDANT CMD)

4/26/81

GOES-4

08:36:27

ECLIPSE

331/334

STEP SCAN ON (PRIMARY
OR REDUNDANT CMD)

8/20/81

GOES-5§

08:21:58

ECLIPSE

30¢%

CH. 7 GAIN STEP
(FROM 2 TO 3)

8/23/81

GOES-3

11:08:03

ECLIPSE

301

CH. 7 GAIN STEP
(FROM 2 TO 3)

8/28/81

GOES-8

08:20:39

ECLIPSE

301

CH, 7 GAIN STEP
{FROM 2 TO 3)

8/20/81

GOES-§

10:17:014

ECLIPSE

301

CH. 7 GAIN STEP
{FROM 2 Y0 3J)

CIARFL A

GOES-.8

12:01:39

0426-0527

301

CH. 7 GAIN STEP
{FROM 2 T0 3)

pr12:/87
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Table 5-2. GOES 4 and 5 Anomalics (Cont'd)

UNIVERSAL| ECLIPSE COMMAND COMMAND
DATE | SPACECRAFT| TIME TIME NUMBER(S) NUMBER(S)
10/12/81 | GOES-5 08:57:35 | 0425.0507 301 CH. 7 GAIN STEP

{FROM 2 TC 3)
10/21/81 | GOES-5 09:14:00 | NO ECLIPSE | 301 CH. 7 GAIN STEP
(FROM 2 TO 3)
11/12/81 | GOES-5 10:58:00 | NO ECLIPSE | 301 CH. 7 GAIN STEP
(FROM 2 TO 3)
11/23/81 | GOES-5 06:46:11 | NO ECLIPSE | 301 CH. 7 GAIN STEP
(FROM 2 TO 3)
11/23/81 | GOES-5 10:58:36 | NO ECLIPSE | 301 CH. 7 GAIN STEP
(FROM 2 TO 3)

11/23/87 GOES-4 12:10:16 | NO ECLIPSE 331/334 STEP SCAN ON

5.5. GOES-4 Failure -- contributed by Daniel Wilkinson, National Geophysical Data Cente

The Visual Infrared Spin-Scan Radiometer (VISSR) on board the western Geosynchronous Operational
Environmental Satcllitc (GOES-4), failed at 0445 UT, November 26, 1982, as a scries of intense storms descended
on the California cnast. The VISSR maps the carth and its cloud cover day and night and allows the tracking and
forccasting of severe storm systems. ‘This failure of the VISSR on board GOES-4 deprived weather forecasters of g
important means of tracking the nighttime progress of life-threatening storms as they moved across the Pacific.

The cause of this critical satcllite failure is of great interest to the National Occanic and Atmospheric
Administration (NOAA), opcrators of the GOES network. A study now in progress should resolve the reason for
failurc and determine whether solar activity caused it. Figure 54 was prepared at the National Gepphysical Data
Center in Boulder, Colo., in response to a call for information about the carth's space environment at the time of th
GOES 4 failure,

All GOES spacccraft carry a Space Environment Monitor (SEM) instrument package containing an X-ray
sensor, a three-component magnetometer, and a particte detector. Together these instruments provide continunus
monitoring of the space environment at the satellite’s altitude. SEM data from selected satcHites are received and
processed for archiving at the Space Environment Laboratory in Boulder. When GOES-4 failed at 135 W loagitude
the reference satellite for SEM archival purposes was GOES-2, located at 108 W longitude. The proximity of the
two satellites suggested that their local environments were similar, and sclocied data from repeesentative GOES-2
channels were reproduced for November 25-26, 1982,

The top frame of Figure 5-4 shows the prominent X4.5 solar Narc reported by the Space Environment
Services Conter at 0229 UT. Owing o the intensity of the flare and the history of its associated sunspot rogion,
forecasters at that center immediately posted a proton event waming.

Close inspection of the middle frame shows that indeed the fast, high enorgy protons in the 110-500 MeV
range bogan amiving at the satollites approximately 45 minutes before faiture, with slower protons artiving in
quantity a few minutes after failure. Counts of electrons trapped at geostationary altitude, 6.67 carth radi, often sh
a quict-time daily variation, a variation that produces lower eloctron counts in the UT morning than in the UT
ovening. The electron curve docs not drop to quict-time values on the moming of November 26, indicating the
satellite environment conained a significant elecron Mux at the ime GOES -4 failed. Lacking spectral infomation
for clectrons, however, we can give no detailed interpretation of their importance.

The magnctometer's throe ficld components ase defined as follows: Hy, is paraliel o the satcllite spin axis
and is perpendicular to the satellite’s orbital plane; He lics parallc] to the satellitg-carth line and points carthward; H
is perpendicular to both Hp and HE, and points westward. No magnetic storm activity was indicated when GOES-4
failed. Note, however, the correlation between the H curves and the clectron curve.

This display of the SEM dawa does not determine the cause of the GOES-4 failure. Tt does nevertheless tais
the question of solar activity as a contributing fuctor. According 10 NASA Headquarters, there are currenty 36




surveillance and commanications satellites in geostationary orbit, representing a U.S. investment in the tens of
billions of dollars. An investment of this size will eventually stir renewed interest in Solar-Terrestrial relationships.

{Space environment data from the GOES system have been archived continuously since July 1974 and are
available for sale through the Solar-Terrestrial Physics Division of the National Geophysical Data Center -- an
organization known internationally as World Data Center A for Solar-Terrestrial Physics. Inquiries should be
addressed to the National Geophysical Data Center, NOAA Code E/GC2, 325 Broadway, Boulder, CG 80303
(telephone 303-497-6136).]
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8§.6. Los Alamos Anomaly Studies -- contributed by Dan Baker,
Los Alamos National Laboratory

The Space Plasma Physics Group of the Earth and Space Sciences Division at Los Alamos National
Laboratory has available to it data from a number of instruments in orbit. When investigating anomalies of
spacecraft, especially at geosynchronous orbit they often begin with the high-encrgy elecizon data at geosynchronous
orbit. Figure 5-5 illustrates how helpful such data are in identifying the source of anomalies. In this case star
tracker upsets occur only on those occasions when the high energy flux exceeds a certain level. This indicates some
sort of internal charging anomaly (see Figure 5-5).
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Figurc §-5. Electron Count Rate Versus Upsets

5.8 Operational Impuct

From an understanding of surface charging/discharging, intemal charging/discharging, and SEU phenomena
gained from he previous chapters and the adverse cffects these have had on operating space assets as discussed in the
previous chapter, it is clear that something must be done w avoid the adverse effects on space systems of the
environments responsibic for surface and internal charging and single event upsets. Literally thousands of anomalices
have been expericnced in recent years, Each succeeding generation of electronics has scemingly brought a higher
degree of susceptibility to the .¢ phenomena than those before. This is not surprising because the goal of improved
technologies is to “do 1nore with less," that is to make clectronics faster, using less power, and controling more,
This translaies into having smaller amounts of charge representing more information than ever before, Thus,
smaller Cisruptions are more likely to disturb clectronics. These anomalics will not disappear unless the scientific




and engineering communities understand and atlow for what is truly unavoidable, and avoid what can be avoided. In
the remainder of this chapter, the impacts due to surface and internal charging/discharging and SEU will be discussed
along with operational techniques which are required for space systems which are not successful in eliminating
susceptibility to these problems. In general, of course, it would be better to have space systems which are
completely insensitive to the environment. Engineering for immunity will be discussed in chapter 7.

5.8.1 Surface Charging

The occurrence of charging on the surface of a spacecraft produces effects that can be divided into two arcas:
(1) engineering problems due to discharges resulting from the surface charging, (2) the corruption of measurcments
due to the charged surfaces.

Operational work-arounds for these anomalies include reloading memorics, toleration of noisy data,
switchiny, to redundant units, and restarting sequences. In cases where attitude control and station kecping are
concerned, it may require real time updating of attitude control commands. If the discharge rate is low enough this
may only mean an occasional correction. In some cases the discharge mercly results in a "flutter” of the control
system which is automatically corrected when the system is updated automatically. Predictions of expected charging
periods are helpful in this case so that the spacecraft can be monitored more closely during periods of expected
discharges. For example when a spacecraft enters or emerges from eclipse, surface and internal discharges are more
likely than during sunlit times. Periods of solar activity or solar flares are also times in which operational alertness
is csseantial for spacecraft with known susceplibility to environmental anomalics,

§.8.1.1, Engineering Concerns -- Discharges

The engineering problems in the power subsystem show up as transicnis on the power ling, loss of power
if the plasma density in the . .gion of the solar cells is too high, discharges on exposed high vollage electrodes,
damage to solar cell structures and crosion of the regions near the discharge points, and reduction of the efficiency of
solar cells by the reattraction of contamination to solar cell covers. Most of these effects result in a slow degradatio
of the system as the transicnts are typically damped out by the heavy filiering of the power subsystem. In that cass
a graceful degradation in the operations of the system occurs. When sudden dischurges or shoris occur in-the power
system, however, the operator may have o power down and then power up tho space sysiem 0 restore the system 0
a known operating position. -

Communications subsystems are affected by transients in the received or transmitted signals, disturbances
destruction of sensitive clectronics at the transmit and receive points in the system (especially those pants of the
electronics exposed to the environment in the recelve or transmit atennas), power loss due to phenomena such as
rw'tipacting which is related to surface charging through the plasma propertics of the ambicnt envivsnment and the
potential of exposed contacts in the communications systesm, and power 10ss due to the problems mentioned in the
power subsystem, In many cases swiching to a redundant system will restore normal operation to the system,
Howaever, care must be exercised if one part of the redundant system has heen damaged o responds in an unusual
way. Carcful planning before launch based on a dewiled underswading of the space system and reasonable ground
tests usually is needed for confident response to real-time space situations.

Attitude conuwl, data processing and other subsystems are affected by surface charging and related
phenomena primarily through transient signals transmitied from the discharge sites through the cabling of the
system to the victim circuit. Mast spacecraft built today rely in pant on a Faraday shield design which tends 10
provide good isolation between the clectronics and the environment outside. Carclul and complete EMC testing
usually eliinates coupling of transients caused by surface charging to the clectronics inside the Faruday shield;
however, the requisite fucd throughs and openings in the structure of the spacecralt allow for some tmnsmission of
transients trom the eaterior to the elecurenics inside. Currents from one major part of the structuee 1o another (for
cxample the spinning and despun parts of a communications spacecrall couple easily to clectronics inside the
spacecraft. Anytime & transicnt could be responsible for the observed anomaly, surface charging needs to be
considercd as a possible cause. Prompuly characterizing and reporung such anomalies will belp detennine whelher
thoy arc envirohmentally caused or indicate another problem.,




5.8.1.2. Charged Surface Concerns

For some applications, only when a discharge occurs is there a concem. In other cases, the fact thata
surface or surfaces are charged is a concern directly. For example if you have an instrument that is attempting to
measure the low energy part of the plasma environment, even uniform charging of the spacecraft to some potential
with respect to the ambient environment will distort the flux of electrons available for analysis to the instrument.
Surfaces at different potentials with respect to each other and the space environment will further complicate the
analysis of the instrument measurements, The charging and discharging of surface elements as they are exposed to
the sun and shadow easily gencrate currents that can affect sensitive sensors or electronics. An earth sensor was
affected in this way on an early communication satellite (Wadham, 1986) even though there was no violent discharge
in the usual sense. The altemate charging and discharging of the sensor’s body produced unwanted signals in the
sensor circuit. This is one rcason that the sun-system-earth angle is interesting in diagnosis of anomalics. Any
periodic behavior in synchronism with spin periods or rotation periods may indicate this type of charging/discharging
phenomenon.

5.8.2. Internal Discharge

Internal charging/discharging presents a similar situation to that just described under surface charging,
except the point of charging or discharging is now located inside the Faraday cage, and is therefore more likely to
couple directly te the victim circuit. Thus a much smatler discharge in terms of total encrgy or charge is of concemn
since the coupling efficiency is much greater. The mechanism is slightly different for intemal discharges in that no
photocurrents are present. When transients or discharges are capable of producing the anomalous behavior under
investigation but no surface charging cxists, intemal charging/discharging in lightly shiclded cables or electronics
should be investigated. Near carth intemal charging events tend to be imregular both because the flux required o
produce them is usually present only sporadically, and because the time o discharge once the flux is present is a
random vaniable.

No anomalies have yet been attributed to intermnal charging without a discharge, but one can imagine a
particularly sensitive circuit where large volumes of charged dielectric influgnce measurements.

§.8.3, Singie Event Upsets

Single event upsets (SEUSs) always occur in the memory pasts of integrated circuits. Whencver thore are
niistaken commands or dal, single cvent upsels are a possible cause. When single event upsets are suspected, the
parts holding or processing the anomalous data should be wvestigated to sce if any of those pants involved are SEU
sensitive,  First consult the data on parts already tested by various organizations. In goncral one would expect
SEUs to be a very random occurrence, However, there are cases (solar flares, magnetic shiclding, and heavy ion
radiation belts) which increase or decrease the likelihood of SEUs.  Once the pany' sonsitivivy is established, the
environment will determine the expected SEU rate. Any peculiaritics in occurrence are important in distinguishing
the various possible causes of an anomaly. Cycles in the occurnence of anomalies should be examinedt for
operational cycles as well as eavironmental depensience.  Sometimes cortain activitics are more sensitive Lo the
detection of an anomaly than others. Power cycling, data processing cycles, eic., can supesimpose behavior on an
anomaly rate which has litde or nothing to do with the environmental cause of the anosmaly. It is especially
important in SEU investigations 0 understand the oporational variabies in determining the anomaly cause.
Operationally, once SEUs are known o be occurring, the usual procedure is 1o cormect the mistaken bits of
information by refoading part or all of the memory. Although not discussed in this text, singls particles can cause
hardware failures. In evaluating a failuro or anomaly, single particles from cosmic rays or rapped heavy ion belts
nced to be considered especially &5 integrated circuits get smaller and faster,
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5.9. Obtaining Environmental Data and Reporting Anomalies
Environmental data is available through either the DOD or civilian groups listed below.
§9.1. Air Weather Service

The Air Weather Service, through its staff weather officers and staff meteorologists, provides both real time
and historical data and analyses to tneet the 1equirements of any Air Force project. This is typically done through
Support Assistance Requests (SARs). If the data or models are lacking, action can be taken to obtain the required
data or capability, In addition, customers are encouraged to contribute data from their systems to further enhance the
general database. A real time database of abserved or suspected anomalies at the Air Force Global Weather Central,
based upon operators' reports not only encourages participation by others but also enhances the confirmations of
environmentally induced anomalies.

Air Force Global Weather Central (AFGWC) through AFGWC/WSE provides real time operational support
in both 24 hour center and tailored support modes. USAFETAC provides retrospective analysis for those programs
doing anomaly investigations with a long time hisiory. Contact the appropriate military officers to obtain this

support.

5.9.1.1, Air Weather Service Support Organizatior

The Air Weather Service support organization is organized into two groups, staff weather officers and stafl
melcorologists,

§9.1.1.1.  Staff Weather Officers (SWOs)

SWOs are collocated with major Air Force commands. For example, the HQ dth Weather Wing stationed
in Colorado Springs supports North American Aerospace Defonse Command, Unified U. §. Space Command and Air
Force Space Command. Staft weather officers obtain data for operational use.

$.9.0.1L.2.  Staft Metenrologists

Swff meteorologias (Swfimets) are collocaied with Air Force Sysiems Command Product Divisions and
Laboratories. For example Dotachment 50, 2nd Weather Squadron is tocated a1 Space Division.

Staff meicorologists otdain data 10 assist sysiem dosigners, developers, and engineers in overcoming
cavironmental pmblems. Staffenets should be used ozely in cach program so that the systems can be designed with
duc consideration © enviraumeially induced anomatiss.

59.1.2. Real Time Monitoring System

Both ground-bascd sad satellite dita i cofiected st AFGWC, The actual data is collecied in near read time
and is available soon thereafter. A databass is maintained for a number of days st AFGWC before it is shipped w
USAF Bnvironmental Technical Application Conter (USAFETAC) for permanest stomge.

$.9.2. NOAA Space Envircnmentai Laboratory .- Reporting Anomalies

The Space Environnmient Service Center (SESC) pyovides a real time support aid forecast service for
operations that are gffescted by solur-geophysical wtivity.  Their number (34 hours a day 7 days a waeek) i3 (303)
497-3171. This is an evaiving service, but anticipates providing real time data for anomely investigations and near
real time data for up to one mewith in the past. [t is coordinated with the National Geophysics Data Center (below).
Whien teporting an anowmaly th following information is typically asked for:
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Customer name, organization and spacecraft
Start and stop time of the anomaly

Location of the spacecraft

Any usual or unusual operations

Description of the anomaly

Any communications problems

Satellite local time, and Sun-vehiclc-carth angle

5.9.3. National Geophysical Data Center

The Naticnai Geophysical Data Center (NGDC) supports retrospective data request and analysis. A
database of spacecraft anomalies is maintsined at the Solar-Terrestrial Physics Division of the NGDC in Boulder,
Colorado. It includes the date, time, location, and other pertineat information about incidents of spacecraft
operational irregularities which are suspected to be due to the environment. These events range from minor
operational problems which can be casily corrected to permanent spacecraft failures. The data base includes spacecralt
anomalics in interplanetary space and in near-earth orbit. The majority of the data basc comes from geostationary
spacecraft. About 1600 anomalics have been reported as of June 1987. The data base includes data from several
rations. The database is maintaincd on an IBM compatible personal computer in a dBase I1I type file. To
facilitate access to the information, custom software has been written to perform a full range of functions for
managing, displaying, and analyzing the contents. The Spacecralt Anowaly Manager (SAM) software has the added
benefit of
cncouraging operators to report their anomalies in a uniform, ready-to-use format. Satellite operators can use SAM
1o create a database containing only their anomalies and forward the data to NGDC (address in Appendix 3) on a
TNoppy disk for inclusion in the master archive,

Histograms of local time, and scasonal frequency show distinct patterns for spacecraft susceptible to static
charge buildup and subsequent discharge. SAM includes functions to display anomaly collections versus local time
and season. The figures in Appendix 3 show these functions for the GOES satcllite. '

The data and sofltware are currently available on two IBM compatible floppy disks for the nominal cost of
$30 por disk. Contributors of ano:aaly data may obtain the disks on a data exchange basis.

5.10. Unreported Anomalies

One of the most rruitful collaborations is between those that study the environment and those operating »
spacectalt in thateavironment, Mot than providing engincers with essential data necded W improve future designs,
it alonts operations (0 eavizommental concems and provides essential clucs to understanding the environment itsg!f.
One of the hopes for this text is that it will bring together these two groups in ways that will advance the goals of
both groups.  Unreponed anomalics are a loss W both the spacecraft operators involved and to their larger
communitios. The effort regoired W report and analyze an anomaly yiclds a botter undersianding of the spacecraft, its
oporations, and the behavior of the environment, and suggests better engincering tochniques for future designs.




Engineering for Immunity

6.1 Organizing for Success

This chapter presents the concepts needed to conduct a successful design and fabrication of a space system,
which properly considers the possibility of the environment inducing anomalies via surface charging or discharging,
interal charging or discharging and singlc event upsets. It is most desirable that any hardness or immunity
assurance plan be implemented at the very outsct of the program. This alerts everyone involved with the projram
that imsmunity to ESD, Intemal Discharge and SEU must be considered in all appropriate trade-off studies.

There is no sure “fix" for any onc of these anomaly causing pheromena, nor does a solution for one
nocessarily provide a solution for the other two.  Such a cure-all docs not currently exisi. However, there are
mitigation techniques, circumvention methods, and design approaches which can aod asc being employed to
minimize the deleterious efiects of surfuce charging/discharging, intemal charging/discharging, and SEU on satellie
systems. The timely adaptation of the practives and procedures outlined in this chapter can achieve this goal.

A successful assurance plan hegins at the inception of the program and is carricd through every trade-off and
system design decision, The only sure fix for any anomaly producing phenomenon is careful attention to the
phenomenon throughout the program. 1t may not be possible to simultancously fix every problem, however the
carly awareness of each phenomenon and careful consideration of its impict and importance enable a program 1o find
the eagincoring solutions which will best meet cach program's unique keeds. The recent experience of the design of
the Galileo spacecral) illustrates this point. When the parts for the attitude and controd system were first chosen,
single evenl upsels were not widely known or approciated. Tmprovements in the size and speed of microclectronics
were driving microcloctronic pants in the direction of increasing sensitivily 1o single event upsets. When his fact
bocame known, new parts were required Lo moct both the old requirements for memory, uial dose radiation hardness,
specd, and the new requirement of SEU hardness.

The keystone of engincering for immunity is a well thought out imimunity program. This program will b
as individual as the design team and the project. The plan should begin with the management structure albready in us
by the design tcam. By building on the familiar management structure, cavironmental design consideration
responsibilitics can be added to the apyropriaie design groups, of cost conters as necessary. This makes immunity t
environmental cffects the same as any other system problem. Consegucnily environmental concemns will compate
with other considerations at the design level, for the limited resources in time, money, and cfflort,

One way to organize a large system cffort is to develop a senes of project documents which spell out what
is going on. These not only relate the wehnical requirements and methods of analysis, but describe the manner in
which various organizations within the pareit organization operate. With the possible exception of a "skunk
works,” all projects need documents 1o know how to respond 1o requiremicnts. “I's not what you don't know, but




what you don't do” that determines the success of a program. Every Sunday moming quarterback knows exactly
what you should have done and why you should have known to do it. The trick is doing all the things you know
have to be done, Project documents can outline the plan for avoiding problems.

The key to getting all of the activities done which need doing in a complex undertaking is to put the
responsibility for each task with the person who can perform that task. It is important to tailor the task to fit the
players. All involved should understand what is required of them, how they are going to do it, and whom they are
going to give their results to.

Project documents if carefully thought out are one way to do this. It certainly isn't the only way, but for a
large project involving many people with finite capacities for remembering what they need to do, it certainly is a
good way to do it. (It certainly makes the job of finding out after the fact how things were donc easier.) Project
documents codify requirements, and institutionalize operating procedures.

The assurance program is nothing more than making sure that the above process is thought through, and is
being followed.

In the table below (Table 6-1) are some documents which can be incorporated into system design and
planning thinking.

Table 6-1. Guidelines/Military Standards

High Yollage Standards/Handbooks
MIL-STD-1540 Test Requirements for Space Vehicles
MIL-§TD-1541 EMC Requirements for Space Systems
EMC and EMI
DoD-STD-1686 ESD Control Program for Protection of Electrical and Electronic Pans
DoD Handbook 263 ESD Control Handbook, for Protection of Electrical and Electronic Pants

AFSC Design Handhook 1-4, Electromagnetic Compatibility

Problems can be thought of as having a cause, a medium through which the problem is transmitted and a
victim. The sysiem approach to climinating problems is 10 took at cach element of this path and decide what
combination of actions is required to climinate the problem (see Figure 6-1). Requirements describe the threat,
Sometimes the cnvironment can be changed. For example, don't launch during a large solar flasc, or, don't (ly
through the radiation bolts.

h=2




Environmental Like any other system
Problem

Cause

Environmental
Requirements, \
Mission Goals medium of transmission

Systems Engineering, \
Configuration Management \

Victim

Electronic Design

Figure 6-1. Cause-Transmission-Victim Chart

A number of possibilitics exist in the configuration and system engincering arcas to control the
transmission of the environmental effccts. The final line of defense is at the victim's level. For example the circuit
design itself may be made immunc to the effect. This approach, to make the radiation problem look like any other
system problem so that it could be autacked on all thres lavels in a coordinated manner, benefits from the ideas of
the entire design team.

System and subsystem revicws provide the program with the visibility 1 ascentain whether or not
immunity is being designed into the system. Reviews are convenient milestones for logging the acceplance of the
hardness program and philosophy by the contractors. Reviows tend o force specialists in the environment, hardness
technology. aad the designers to work tgether to satisly the systera requirements.

The reviewing process should be continuous in order W minimize the impact on scheduling and cost, The
timely discovery of a problem provides the most options for solution of the problem. Roplacement parts, esting
programs, additional shiclding, circuit redesign, and if required, spec deviations all take time, Hence il is important
W closcly review all systems for immunity © ESD, ID, and SEU on a continuing basis.

Quality Assurance (QA) must be an intcgral part of any inununily/hardness program. This must be done
the fabrication site during the fabrication process.

When establishing a parts reliability program the question of immuanity to ESD, 1D, and SEU must now b
taken into account. Any appioved picce parts list will have t show how the manufacturer rates cach pan for
immunity to anomalous upsets. In cases where this cannot be done, then the Conlracior must assess the situation
and inform the customer of how it will impact his pans reliability progerum.

Once the systeny is built and operating, it is to late o make design changes, but tiere are operational
changes that can perhaps improve a situation. To discover trese operational changes it is nocessary 1o understand
how the system works and was designed, the eaviroament the system is in, and the interaction of the environment
with the system.

Any anomalics expericneed by a sysiem should be reported as soon as possible so that future systems can
avoid similar situations, and other operators can benefit from your cxpericnce. Appendix 4 lists groups which arc
interested in sharing and collocting anomaly data,




6.2. Immunity to ESD

The phenomenon of charging has been discussed in chapter 2 and is fairly well understood. At first, a
simple-minded solution seems obvious; don't allow a charge buildup which can result in a subsequent discharge
(ESD) large enough to produce an anomaly to any spacecraft system, This of course suggests "grounding” all
potential sources for ESD. This is easicr said than done, since there arc so many interactions between the various
systems, sub-systems and structures that must be considered. In the guidelines that foliow, a number of options are

presenied.
6.2.1. Design Assessment

Use the NASA Charging Analyzcr Program (NASCAP) or similar analytic technique to evaluate a given
design. This is to be done in a preliminary fashion to isolate possible discharge sites by computing charging
behavior for a few time steps (about one half-dozen 100 second time steps should be sufficient). The analysis of an
"as built,” or "as planned” system is usually more than worth the cost of the analysis in insuring that the designers
actually do what they planned to do. Surface charging can be minimized by materials selection and re-evaluation.
The final choice of exterior materials must be an iterative process since both thermal and electrostatic requirements
must be considered. Qualification for clectrostatic surface cleanliness should be conducted by analysis for both
substorm and average conditions. Testing can be limited to the determination of any unknown properties of
materials sclected, As pant of the charging analysis, the designer should evaluate the impact of possible surface
discharges on system performance. This can be done with one of the available coupling codes (¢.g., SEMCAP).
This philosophy considers only surface charging and possible discharges. There exists also the possibility of
discharges due to the high encrgy particle charging of interior cables. This is discusscd under intemal discharges.

There are several excellent handbooks on spacecraft charging. Much of the material in this section is waken
from the handbook of Purvis, Garrett, Whittlesey, and Stevens (1984), and Vampola, Mizera, Koons, Fennell, and
Hall (1985). Asscssment begins with the determination of the environment, usually a worst case according to some
criteria. Then analysis using the environment helps locate the trouble spots in the design. This is followed by
trade-offs betwecn the various materials, confligurations etc. that are used in the design versus the risks, costs, eic.
involved with the various oplions which can be used in designing the system.

There are two forns of charging of concem In designing a space system: absolute and differential. For
shsolute charging. the satellite charges as a whale: the diclectric surface voliages are “lacked” o the ground voltage.
This type of charging depends on the capacitance of the system as a whole 1o free space, and tho plasma currenis to
tho spacecraft. it occurs very rapidly (fractions of seconds) during eclipse charging events when the plasma current is
oot balanced by the photocurrent, and more slowly in the sunlight. Differential charging depends on the capacitanse
of one part of the spacecrafi W another and the relatve current between the two swioces. Differontial charging
usually occurs slowly (minutes) on spaceceafi in homaogencous isotropic plasmas. Differential charging results ina
difference in polential betwoen one pant of the spacecraft and anather, Differential charging can change the absolut
charging lavol of the satellite by influcticing trajectorids ncar the spacecrall body. 1 some instances a frelatively
small patch of highly charged material will create a small potential hill in front of the rest of the spacecrali and
thereby provent photocurvents from escaping. In that case the entire spacecralt sinks o a very regative potential,
although the differential charging is less than would be expected from simple calvulations ignoring the barrier effect

Satcllite configuration plays a key role in charging behavior. For isouopic enviromuments, a spinning
satelite usually has a lower spacecrail potcntial (a few hundred volis) in sunlit charging events than one with lasge
acas continually in the slade. A tuec-anis siabilized satollite can have large nogative spacecrafl potentials (a few
thousand volts) in sunlit charging cavitoninents. Any shaded dielectric can induce large differential voltages. For
both configurations differential charging is limited by the tree-dimensional harrier effect. In cclipse charging, the
voliage buildup is controlicd by the secondary yicld of the dicloctrics, rather than photoomission. Anisotropic fluxes
coupled with the peculiaritics of the spacecraft corfiguration may influchce bath differential and absolute charging.

The mission of the satcllite detcrmines the extent o which one must control chargting interactions.
Nonscientific satetlites typically don't niced to control the absolute potential, and their ondy concemn is with
dilferential charging when it keads to discharges which afect spacecralt operation. It is imponant t note that large
absolute charging levels can (through ficld emission from sharp poinis) ead o discharges and thus be of vital
enginocring concern. For a scicatilic saicllite absolute charging should be controlled.




In considering the mission, configuration, and both absolute and differential charging concemns, the worst
case environment usually determines the surface charging design. There is considerable debate on just what that
worst case is. Gussenhoven and Mullen (1982) suggested four criteria: (a) the measured
environment which produces the largest vehicle frame (ground) to plasma potential difference, ( b) the environment
which produces the largest differential potential between adjacent spacecraft surface materials, (c) the hottest plasma
environment encountered at geosynchronous orbit, and (d) the environment which causcs the greatest number of
satellite anomalies.

Chapter two described some recommended worst case charging environments which can be used in assessin|
system sensitivity to surface charging

When a discharge occurs, charge is redistributed around the spacecraft. At one time investigators felt that
large areas of charged dielectric would discharge to space, i.c. a blowoff of charge from the body of the spacecraft.
Subsequent opinion (see Purvis et al., 1984) maintains that only a small portion of the charge actually leaves the
surface in typical spacecraft discharges.

Purvis, et al. (1984) recommend calculating the discharge transient parameters as follows:

Voltage: Use a square wave approximation of the voltage transient, assuming the voltage pulse rises to
equilibrium ground potential of the spacecraft, remains at that voltage for the duration of the voltage pulse, and the
retums {0 zero.

Current: The current pulse is also approximated by a square pulse where the total charge is made up of 1w
parts -- the charge that is lost to space, and the charge that is redistributed within the dielectric.

Current to space: The charge lost to space is estimated to be

aQy = Cy Vgl (coulombs)  (6-1)

where Cy is the satellite to space capacitance (typically picofarads) and IVl is the absolute va'uc of the satellite
ground voltage at time of discharge.

Currents in the Dielectric: Based on ground tests with grounded substrates which give unrealistically high
transfer of charge W space, Purvis et al. (1984) recommend assuming that only 1 percent of the total charge stored
the diclecwric surface is invelved in this portion of the discharge process. This arbitrary assumption stresses the fact
that the discharge is limited 0 a small diclectric arca. Of this one percent, 173 is lost 10 space and 2/3 remains on
the dielectric or neutralizes the polanzalion charge:

4Q, = XCy |aV,! (coulombs) (6-2) -

whese:

K =« 0003 s the fracdon of towal charge lost o space

&) is the capacitance across the small portion of the diclectric involved in tw discharge

vyl is the absolute value of differential voltage at the dischasge site just before the discharge
The total charge dost isc

AQ = AQ, + 4Q; (coulombs) (6-3)

and the currend pulse is:

l= éf- (amps)  (6-4)




The pulse width (At) is uncertain, but is on the order of tens of picoseconds. Expcriments with grounded
substrates indicate that the maximum duration varies as the dielectric area from which charge has been removed.
Using this relationship, At can be approximated as:

At ~ 0.0200.01 AY0S (usec) (6-5)

where A is the dielectric area in cm?2,

Once the transient pulses expected have been estimated, coupling of the pulse to sensitive circuits can be
estimated. There are a number of EMC-type techniques available to do this. Most involve estimating capacitances
and inductances from one point to another within the spacecraft, and can be quite complex. Part sensitivity to
transients is also difficult to estimate, although methods are available for the persistent. Military Design Handbooks
on EMC as well as the Don White series of texts on EMC deal at great length with this part of the process of
assessing system sensitivity. The chain of the calculation is to start with the charging environment, estimate the
conditions at breakdown, estimate the resulting pulse amplitude and location, estimate the coupling to the victim
circuit, and (based on the victim circuit's sensitivity to the pulsce) assess the system response.

By careful selection of the materials used in a spacecraft the ESD problem can be reduced or eliminawed. For
example, the use of grounded conductive coatings and the avoidance of Teflon as an interior diclectric can go a long
way in eliminating ESD problems, However, thermal design considerations may restrict the choices available for
suifaces. Careful trade-off studics which weigh both the charging and thermal considerations are needed.

The best way to avoid differcntial charging of spacecraft surfaces is to make all surfaces conductive and
grounded to the spacecraft structure. By conductive we mean conductive enough to equalize the currents expected
around the spacecraft. Usually the currents in space are small so a resistance which is fairly high by elecuronic
standards may be adequate. However, typical spacecrafl surface materials such as Mylar, Kapton, Teflon, fiberglass,
glass, quariz, or cther dielectric materisls, do not usually meet spacecraft charging conductivity desires. 1n some
areas (areas adjacent 1o antennas operating at less than 1 GHz, or arcas where material contamination or thermal
controd is critical) conductive coatings may be oyt of the question. In other cases indium tn oxide (ITO) coatings o
other tachniques should be considered.

The following recommendations are taken from Purvis ot al., 1984.

“To discharge surfaces that are being charged by space plasmas, a high resistivity to ground can be wolerated
because the plasma charging cumrents are small. The following guidalines are rcommended:

“(1) Conductive materials (o.g., metals) must bo grounded to structure with tie smallest resistance possible

100 .
Re¢ rek 1
where A is the exposed surface arca of the conductor in square centimeders.
*(2) Paniaily conductive swisces (c.8., paints) applicd over a conductive subsirate must have a resistivity
thicknsss product
ng 2209 Q-cmd
where r is the malerial resistivity in ohm-contimeters and ¢ is the material thickness in contimeters,

*(3) Partially conductive surfaces applicd over a dielecric and grounded at e cdges must kave alenal
resistivity such that

2 .
Lhr < 4 309. Q—t:.m2

whare rand t arc as above and b is the greatest distance on a surface to a ground peint, in contimeters.
"These guidelines depend on the particular geometry and application. A simplified sot of guidelines is
supphied for carly design activitics:




"(1) Isolated conductors must be grounded with less than 106 Q to structure.

"(2) Materials applied over a conductive substrate must have bulk resistivities of less than 1011 Q-cm.

"(3) Materials applied over a dielectric area must be grounded at the edges and must have a resistivity less
than 109 ‘ohms per square.’ (Ohms per square' is defined as the resistance of a flat sheet of the material measured
from one edge of a squarc section to the opposite edge. It can be seen that the size of the square has no effect on th
numeric value.)

"These requirements are more strict than the preceding relations, which include effects of spacecraft
geometry.

“In all cases the usage or application process must be verified by measuring resistance from any point on
the material surface to structure. Problems can occur. For example, one case was observed where a nonconductive
primer was applied underneath a conductive paint; the paint's conductivity was useless over the insulating primer.

*All grounding methods must be demonstrated to be acceptable over the service life of the spacecraft. Itis
recommended that all joint resistances and surface resistivities be measured to verify compliance with these
guidelines. Test voltages should be at least 500 V., Grounding methods must be able to handle current bleed-off
from ESD events, vacuum exposure, thermal expansion and contraction, etc. As an example, painting around a zer
radius edge or at a seam between two dissimilar materials could lead to cracking and a loss of electrical continuity aT
that location.

“By the proper choice of availabic materials the differential charging of spacecraft surfaces can be
minimized. At present, the only proven way to eliminate spacecraft potential variations is by making all surfaces
conductive and tying them to a common ground,

“Surface coatings in use for this purpose include conductive conversion coatings on metals, conductive
prints, &ad transparent partially metallic vacuum-deposited films, such as indium tin oxide. Table 6-2 describes
somoe of the more common acceptable surface coatings and materials with a successful use history. Table 6-3
describes other common surface coatings and materials that should be avoided if possible.

“The following matcrials have been used to provide conducting surfaces on the spacecraft

Table 6-2. Surface Coatings and Materials Acceptable for Spacecraft Use (from Purvis ot el,, 1984, p. 13)

Material Comments
Paint Work with manufacturer to odain paint that satisfies ESD coaductivity reguirements
(carbon bleck) of Section 3.1.2 from Purvis, ol al. (1984) and thermal, adhesion, and other nocds
GSFC NSA3 Has boen used in some applications where susface poleatials are not a problem
paint (ycilow) (apparently will not discharge)
Indium tir Can be used where some degroe of transparency is nosded; must be properly groundoed;

oxide (250 am) for use on solar cells, optical solar reflectors, and Kaplon

Zinc ortho-titanate  D'oswibly the most conductive while paint; adhesion difficult withous carcful atienton
pain: (white) to application procedures

Alodyne Conductive conversion coatings of magnesium, aluminum, cic., are accepiable




Table 6-3. Surface Coatings and Matcrials to be Avoided for Spacecraft Use (from Purvis ct al., 1984, p. 13)

Material Croaments

Anodyze Anodizing produces a high-resistivity surface; o be avaided. The susface is thin and
might be acceptable if anulysis shows stored energy is small

Fiberglass material  Resistivity is too high
Paint (white) In general, unless a white paini is measured to be acceptable, it is unacceptable
Mylar (uncoated) Resistivity is too high

Teflon (uncoated) Resistivily is too high. Teflor hos a demonstrated long-time charge storage ability and
causes catastrophic dischargss

Kapton -uncoated) Gencerally unacceptable, due t high resistivity. However, in continuous-suniight
applications if less than 0.13 mm (5 mils) thick, Kapton is sufficiently pholoconductive

for use
Silica cloth Has been used as antenna radome, 1t is a dielectric, byt because of numerous fibers, o if
used with embedded conductive materials, ESD sparks may be individually small
Quartz and glass Itis recognized that solar cell cover slides, optical surfaces, and second-surface mirrors -
surfaces have no substitutes shat are ESD scceptabla. Their use must be analyzed and ESD tests

performed to determine their effact on neighborning cloctronics

*(1) Vacusm-metalized diclectric materials in the form of sheets, strips, or dles. The metal-on-substrate
combinations include aluminum, gold, silver, and Inconsl on Kagton, Tefloa, Mylar, and fused silics.

"(2) Thin, conductive front-surface costings, espocially indium tia oxida o fused silica, Kapton, Teflon, o
dislectric stacks

(3} Conductive paints, fog (thin paint coatings), carbon-filled Teflon, or carbon-fiilod polyestor on Kaplon
(shiclded black Kapton)

"(3) Conductive adhesives

*(5) Exposed conductive face shoet materials (graphitefepoxy of melah)

*(6) Exched mctal grids or bondad (o3 heat embedded) metal meshes on noncomiuc = plastic Tm apes

"Because of the variaty in the configuratim and propenties of 1hess matenisls, thert i 2 corresponding
variely in the applicable grounding techniques and specific conceims that must bt wdidiessed W insuie reliable in-Right
“The foliowing practices have been Tound useful:

*(1) Conductive adhesives should be used 10 bond fused silica, Rapton, and Tellon second-sutface marrads to
conductive Substrates that are grounded w structure. I the tubsirste is it Cosductive, el foil or wirg grousd
tinks should be laminaicd in i adhesive and bolted to sauctare, Oniy ggaical solar relloctors (O3Rs) with
comtuctive {Inconcl) back surfaves dhawild be used.

*(2) When conduvtine athesives are used, the long-torm siability of the matenals system must be verificd,
particutarly conductivity in vacaem alter thesmal cycling, compatibility of the materials (expecially for epoxy
adhesive) tn diiferental tiermal capansion, pud longtenn resistance to galvanic conosion.

*(3) Meowlized Teflon i particalarly suscepidle to clectnrstatic discharge degradation, even when grounded.
Avoid using it 1 there is tio substitute for a specific applicaton, the offocts of clecromagnetic interference (EMI),
conLunination, and optical and eechaacal degradation must be evaluated.




"(4) Paints should be applicd to grounded, conductive substrates. If this is not possible, their coverage
should be extended to overlap groundad conductors.

"(5) Ground tabs must be provided for free-standing (not bonded down) dielectric films with conductive
surfaces.

"(6) Meshes that are simply streiched over diclectric surfaces are not effective: they must be bonded or heat
scaled in a manncr that will not degrade or contaminate the surface.

"(7) There are several techniques for grounding thin, conductive {ront-surface coatings such as indium tin
oxide, but the methods are costly and have questionat:le reliability. The methods include welding of ground wires to
front-surface metal welding contacts, front-surface bonding of coiled ground wires (1o allow for differential theymal
expansion) by using a conductive adhesive, and chamfering the edges of OSRs before ITO coaling to permit contact
betweea the coating and the conductive adhesive used to bond the OSR 1o its substrate.

"Grounding techniques for OSRs include chamiering edges and bonding or welding of ground wires.
Bonding down solar ccll covers with conductive adhesive is not applicable. For multilayer insulation (MLI),
extonding the aluminum {oil tab to the front swface is suitable.

"If the spacecraft surface cannot be made 100 percent conductive, an analysis must be performed to show
that the design is aceepiable from an ESD standpoint. Note that not all dielectric materials have the same charging
or ESD characteristics. The choice of dicleetric malenals can significantly affect surface voltage profiles. For
exan ~la, it has been shown (Bever and Staskus, 1981) that cesium-doped microshest charges o much fower
potentuals under election irmadiation than fused silica, and it twerefore may be preferved as a solar anvay cover slide
material,

*An adequate analysis preceding the slection of matenals musi include spacecralt analysis W detemine
surface potentials and voltage gradients, spark discharge parameters {arplitude, duration, frequency content), and EML
coupling. The cost and weight involved in providing adequale protection (by shielding and electrical redesign) could
tilt the balance of the trade-off 1o Tavor the selection of the newer, seemingly less reliable (opiicaily) charge contral
materials that are mog relable from spacecraft charging, discharging, and electromagnatic inerfescace point of
view.

“The ‘proven’ materials have their own cos', weight, availability, ¥ariability, and fabvication effects. In
addition, uicertainties relating W spacectaft charging ¢ffects must be given adequate consideration. Flight data have
shown apprrent optical degradation of standard, stable thermud control materials (o.2. optical solar fellectors and
Telon sevond-surface mimors) that ix far in excess of ground test pradictions, part of which could be the result of
charge-cnhanced sit-action of chasged contanvinants. In akdiion, cerain spacecraft anbmaties and Gaitures inay have
been reduced or avolded by using chacge contol matertals.

“Hronically, after an extensive effon o have noarfy all of the spreecralt swiace conductive, the remaining
small patchos of dizlectric may chargs w a greater differential poteatial than a barger asea of diclecuric would. On the
shadowed side of a spacecrafl, 2 sstall section of dielectric may be charged mpidly while the bulk of the sjrcecralt
TOMEIRS noar &m0 potential because of phatocmission from suntit areas.

"A spsoedeall with larger partions of diclectric may have reauding cloctric fiekds boecause te dictectric
dunimishes the effects of the photocmission process. A a result, the spacocraft structure pokential fay go inore
negative and thus reduce the differcatial valtage hotwoen the dickxtric and the spacecraft

“The lesson to be learned is that all diclectrics must be examined fos their difioreoual charging. Bach
divlectric region must be assessed {or its teeakdown vollage, its ability t store chorgy, asd the effects it can lave on
noighboring electronics (disraption or damage) and surfaccs (crasion of contamination).

"Other means @ reduce surface charging exist but are not woll developed and are not in common usage.
One suggestion for metahic suifaces is an oxide coating with 2 high secondary electron yickl. This concefit, ina
NASCAP computer program simulation, reduced the absoluts changing of a spacecraft dramatically and reduced
differential charging of shaded Kapton shghily. Any selocted materials should be carefully anatyzed o insuse thal
they 60 ot oreate problems of their own and that they wark as intendod over theit service tives.”

6.2.1.3. Grouvading

Since ungrounded conductons when they discharge peodisce barge curront and voltage trahwienis, all
cunducting cloments, surface and intcrior, should be tied to a comstion clectrical ground, sather directy of hrough a
vesisior. The following detantod lstructions on groundine e from the spacoort charging handbook of Purvis,
ot al. {1984).




"All structural and mechanical parts, electronics boxes, enclosures, etc., of the spacecraft should be
electrically bonded to each other. All principal structural elements should be bonded by methods that assure a direct-
current (dc) resistance of less than 2.5 mQ at each joint. The collection of electricaily bonded structural elements is
referred 0 as "structure” or structure ground. The objective is to provide a low-impedance path for any ESD-caused
currents that may occur and to provide an excelient ground fo- all oter parts of the spacecraft needing grouading. If
structure ground must be carried acr)ss an articulating joint or hinge, a ground strap, as short as possible, should
carry the ground across the joint. Relying on bearings to serve 2s a ground path is risky. Structural ground should
be carried across using slip rings dedicated to the structural ground path, some at each end of the slip ring set. The
bond to structure should be achieved within 15 cm of the slip ring on each end of the rotating joint. Slip rings
chosen for grounding should be away from any slip rings carrying sensitive signals.

"All spacecraft surface (visible, exterior) materials should be conductive in an ESD sense (section 3.1.2 of
Purvis, et al., 1984). All such surface mzterials should be electrically bonded (grounded) to the spacecraft structure.
Because they are intended to drain space charging currents only, the bonding requirements are less severe than those
for structural bonding. The dc impedance to structure should bz compatible with the surface resistivity requirements:
that is, less than about 10 Q from a surface to structure, The dc impedance must remain less than 109 Q over the
service life of the bond in vacuuin, under temperature, under mechanical stress, etc.

"All wiring and cabling exiting the shielded ‘Faraday cage' portion of the spacecraft (section 3.1.3 of Purvis
et al.,, 1984) should be shiclded. Those cable shields and any other cable shiclds used for ESD purposcs should be
bonded to the Faraday cage at the entry to the shielded region as follows:

"(1) The shield should be terminated 360° around a metal shiclded back shell, which is in turn terminated to
the chassis 360° around the cabling.

"(2) The shield ground should not be ierminated by using a pin that penetrates the Faraday cage and receives
its ground inside the shielded region.

"(3) A mechanism should be devised that automatically bonds the shield to the enclosure/structure ground
at the connector location, or a ground lug that uses less than 15 cm of ground wire should be provided for the shield
and procedures that verify that the shield is grounded at each connector mating should be established.

"The other end of the cable shicld should be terminated in the same manner. The goal is to maintain
shielding integrity even when some electronics units must be located outside the basic shiclded region of the
spacecraft.

"Signal and power grounds require special attention in the way they are connected to the spacecralt structure
ground, For ESD purposes a dircct wiring of all electrical/clectronics units to structure is most desirable. In
particular, one should not have separate ground wires from unit to unit or from cach unit to a single point on the
structure,

"If the electronic circuitry cannot be isolaied from power ground, signal ground may be referenced to
structure with a large (>10 k€) resistor, Ouce again, box-to-box signals must be isolated to prevent ground loops.
This epproach must be analyzed to assi:e that it is acceptable from an ESD standpoint.

“In some cases it is necessary to run signal and power ground lines in harnesses with other space vehicle
wiring. This should be avoided where possible and limited where considered necessary. Excessively long runs of
signal ground lines should be eliminated.”

6.2.14. Cable Harness and Routing

Cables form the most comme 1 coupling path from the discharge site to the victim circuit. Care should be
taken in the layout and bundling of caoles not to provide easy coupling from the exterior to sensitive circuits,
Filtering and careful documentation of the actual layout of cables will both help prevent anomalies and aid in the
analysis of any anomalies experience:! in space,

6.2.1.5. Faraday Cage Shielding

The key to providing immunity to surface discharges is the concept of a Faraday cage. Discharges, ficlds,
potentials, etc. ouwside the cage do not affect anything inside the cage. In practice, penetrations and non-i,eal
materials compromise the behavior of an ideal Faraday cage, but the concept is still very useful. The spacecraft
structure, electronic component enclosures, and electrical cable shields should be used to provide an electrically




continuous shielded surface around all electronics and wiring. The primary spacecraft structure should be designed as

- an electromagnetic-interference-light shielding enclosure -- a Faraday cage. This (1) prevents entry of space plasma
into the spacecraft interior, (2) shields the interior electronics from any radiated noise from discharges on the exterior
of the spacecraft. Generally shiclding should provide 40 dB of attenuation or more for radiated electromagnetic fields
associated with surface discharges. A 1-mm thickness of aluminum or magnesium will do this if it is as free from
holes and penetrations as possible. The effect of penetrations to the shield can be minimized by feedthroughs,
meshes, and baffles where penetrations are necessary.

Although the metalization on multilayer insulation is insufficient to provide adequate shielding, properly
grounded thermal blankets can be used to increase the shielding effectiveness of the spacecraft. Aluminum
honeycomb structures and aluminum face sheets provide significant attenuation.

Some equipment must be placed outside the main body of the spacecraft, ¢.g., science instruments mounted
on boums. The cables exterior to the Faraday cage should be shielded to extend the Faraday cage to those electronic
enclosures exterior to the main body. Cable shields have been fabricated from aluminum or copper feil, sheet, or
tape. Shields should be terminated when they enter the spacecraft structure from the outside and carefully grounded at
the entry point. Braid shields on wires should be soldered to any overall shield wrap and grounded at the entrances to
the spacecraft. Conventional shicld grounding through a connector pin to a spacecraft interior location should not be
used because this provides a convenient antenna. The unwanted pulse can be uscd to broadcast its signal within the
Faraday cage.

Care exercised with the shielding and cabling in the design of the spacccraft greatly increases the immuaity
to surface and intemal discharges.

6.2.2. Mitigation Techniques

Current limiting, filtering, and crror detection and correction techniques can be used to mitigate the effects
of both internal and surfacc clischarges.

6.2.2.1, Current Limiting

No matter how carcful onc is in the design of a system, it may be that pulses will appear on the inputs to
clectronic boxes. The military has an exicnsive experience base from hardening clectronics to EMP and SGEMP.
The current limiting technique developed for these threats is also effective for both internal and surface discharges.

6.2.2.2, Filtering

Elcctrical filtering is a well known incthod of protecting circuits froin discharge-induced upsets. The usual
criterion suggested for filiering is to eliminate noise below a specific time duration (i.e., above a specific frequency),
On the Communications Technology Satcllite (CTS), in-line transmitters and receivers were used that effectively
climinated noise pulses of less than S-ps duration. Other filtering concepts include diodes which clamp the peak
voltage below a preset value.

6.2,.2.3. Error Detection/Correction

Providing errcr detection and correction software in the system is another way of designing in immunity,
This technique is discussed in a little more detail under the topic of {ault tolerance in the SEU section,

6.2.2.4. Plasma Contactors contributed by Tod Willlamson -- Hughes Research Labs

A number of experiments have demonstrated convincingly that emitting & low-density plasma from an on-
board plasma source, i.e., a "plasma contactor," can offer protection of geosynchronous-Earth-orbit (GEO) spacecraft
against both differential charging of exterior diclectrics and net charging of the spacecraft frame (Olsen, 1985, Cohen
and Lai, 1982, and Furvis and Bartlett, 1980). (The term plasma contactor was first coined by Mario Grossi of the
Harvard Smithsonian Institution,) This “active" approach to electrostatic-discharge (ESD) prevention offers the
impo.iant advantage of frecing the spacecraft designer from difficult thermal/ESD trade-offs. In the case of scientific
spacccra‘t, having a plasma contactor on board permits operation at local space-plasma potential, revealing charged-
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particle populations to on-board spectrometers that otherwise would be hidden by even small amounts of vehicle
frame charging. Plasma contactors are also used to serve two other applications: (1) lowering the electrical
impedance of electrodynamic tethers by making "contact” with the space plasma (Patterson and Wilbur, 1987, Katz
and Parks, 1985) and (2) clamping the potential of spacecraft that emit charged-particle beams close to space-plasma
potential (Burch, 1986).

6.2.2.4,1, Requirements for ESD Prevention

For ESD prevention, a plasma contactor must be capable of producing a sufficiently dense plasma in the
near vicinity of the spacecraft that the diffusion-limited flux of contactor-produced ions to a charged spacecraft surface
exceeds the space-plasma electron flux (assuming negative charging). For small spacecraft, this requirement can be
met with a simple hollow-cathode/keeper type of contactor, as was successfully demonstrated on ATS-6 (Olsen,
1985). Figure 6-2 shows the ATS-6 spacscraft and the effect of a neutralizer during a charging event, Notice that
the equilibrium potential is near zero only during the charging event, and that both before and after the neutralizer
was on, the spacecraft was charging. Larger spacecraft (with more than a few square meters of surface exposed to the
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Figure 6-2. Neutralizer Discharge During Eclipse

~3-microamp-per-square meter space-plasma electron flux) require larger ion currents than can be provided by the
hollow-cathode/keeper devices. To provide this additional ion-current capability, modern plasma contactors employ
small Penning-type discharge chambers to increase the fractional ionization of the weakly ionized plasma from a

" holiow-cathode/kevper device. The operation of plasma contactors of this enhanced type is described in the next
section.




